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CCSDS RECOSL_LE,\'DATION FOR ADVANCED ORBITING SYSTEMS

STATE3IENT OF INTENT

The Consultatb.,e Comrrdttee for Space Dam Systems (CCSDS) is an organization officially

established by the management of member space Agencies. The Commh:ee meets

periodically to address data systems problems that a,-e common to all participants, and to

formulate sound technical solutions to these problems. Inasmuch as participation in the

CCSDS is comp]etely volunzary, the results of Committee actions are termed

RECOS_MENDATIONS and are not considered binding on any Agency.

This RECOMMENDATION is issued by, and represents the consensus of, the CCSDS

Plenary body. Agency endorsement of this RECOMMENDATION is entirely voluntary.

Endorsement, however, indicates the fo]lowing understandings:

Whenever an Agency establishes a CCSDS-related STANDARD, this STANDARD

will be in accord with the relevant RECOMMENDATION. Establishing such a

STANDARD does not preclude other provisions which an Agency may develop.

O Whenever an Agency establishes a CCSDS-related STANDARD, the Agency will

provide other CCSDS member Agencies with the following information:

-- The STANDARD itself.

-- The anticipated date of initial operational capability,.

-- The anticipated duration ofoperational service.

O Specific se_'ice arrangements shall be made via memoranda of a_eement. Neither this

RECOMMENDATION nor any ensuing STANDARD is a substitute for a

memorandum of a_eement.

No later than five 3'ears from its date of issuance, this Recommendation will be reviewed by

the CCSDS to determine whether it should: (1) remain in effect without change; (2) be

changed to reflect the impact of new technologies, new requirements, or new directions; or,

(3) be rem-ed or cancelled.

hd " " " "
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CCSDS RECOMMENDATION FOR ADVANCED ORBITL\'G SYSTEMS

FOREWORD

This document, which is a technical Recommendation prepared by the Consultative

Committee for Space Data Systems (CCSDS), is intended for use by participating space

Agencies in their development of "Advanced Orbiting Systems".

The CCSDS has previously developed a set of layered Telemetry. and Telecommand

Recommendations which meet the common requirements of conventional missions, as

characterized by the bidirectional (but asy nnemc) transfer of data between moderately

complex space and ground systems, se_'ing a moderate number of users, at low-to-medium
data rates.

This document extends the previous set of CCSDS Recommendations for conventional

missions, to accommodate extra services needed by Advanced Orbiting Systems. Target

Advanced Orbiting Systems include manned and man-tended space slan'ons, unmanned

spt, ce platforms, free.flying spacecraft, and new space transportation systems, many of

which require a richer repertoire of data handling services than are provided by the
conventional Recommendations.

This Recommendation allows the implementing organizations within each Agency to

proceed coherently wkh the development of compatible Standards for the flight and _ound

elements associated with Advanced Orbiting Systems that are within their cognizance.

Agency Standards delved from this Recommendation may imp]ement only a subset of the

optional features at]owed herein, or may incorporate features not addressed by the
Recommendafi on.

Through the process of normal e',,o]ution, it is expected that expansion, deletion, or

modification of _his document may occur. This Recommendation is therefore subject to

CCSDS document management and change control procedures which are defined in

Reference [ l ].

ORIGINAL PAGE IS
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c. adds the PCID as a mandatory
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VCA ser','ice;
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Bitstream Data Loss Flag;
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Figures 5-9 and 5-15;
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1

1.a

CCSDS RECOMMENDATION FOR ADVANCED

INTRODUCTION
ORBITING SYSTEMS

This document is a Recommendation of the Consultative Committee for Space Data

Systems (CCSDS). The CCSDS is an international standardization body which is

chartered with developing standard solutions to data handling problems that are

common to many types of space missions: its operating principles and procedures

are defined in Reference [1 ].

1.1.b

1.1.c

PURPOSE OF THIS DOCUMENT

The purpose ofthis document is to establish a CCSDS Recommendation for the

architecture of the space/ground and space/space data handling systems which are

embedded within a category of complex, networked space missions called

"Advanced Orbiting Systems".

This document specifies an architectural framework within which the Agencies

participating in the CCSDS may implement compatible space mission data handling

systems, so that opportunities for inter-Agency cross support and cooperation are

maximized. It defines the top-level characteristics of the systems architecture, but

not necessarily all of the detailed specifications that would be required to implement

a concrete system. Where appropriate, the CCSDS may extend or supplement this

document with more detailed specifications as the need is identified.

This Recommendation primarily addresses those data handling operations which are

unique to space missions. It therefore focuses on data transmission through special

purpose space data links, and their associated interface networks. Wherever possible

and technically appropriate, interfaces with the commercial networking

environment are provided so that the emerging infrastructure of commercial Open

Systems Interconnection (OSI) may be exploited.

1.2 SCOPE OF THIS DOCUMENT

1.2.a Between 1982 and 1986, in response to the mission requirements of that era,

CCSDS developed a series of technical Recommendations (References [21

through [6]) for the standardization of common data system functions across a

spectrum of "Conventional" missions.

1.2.b

CCSDS 701.0-B-2

ORIGINAL PAGE IS
OF' PQOR QUALITY

To meet the needs of the "Advanced Orbiting Systems" of the 1990's and beyond,

CCSDS is extending its previous Recommendations to provide a more diverse and

flexible set of data handling services. Advanced Orbiting Systems include

manned and man-tended space stations, unmanned space platforms, free flying

spacecraft and new space transportation systems, many of which need services to

concurrently transmit multiple digital data types (including audio and video)

through space�ground and ground/space data channels.
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1.2.c This Recommendation specifies the architecture, services and protocols to be used

within a "'CCSDS Principal Network" (CPN) that supports CCSDS Advanced

Orbiting Systems. The scope of the CPN is addressed in section 2.

10,,
• ._,l,O u.
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1.3

1.3.a

1.3.b

1.3.c

1.3.d

APPLICABILITY OF THIS DOCUMENT

This Recommendation serves as a guideline for the development of compatible

internal Agency standards for advanced orbiting data systems. Systems embraced

by this Recommendation are foreseen to enter development during the 1990's and

include: manned and man tended space stations; unmanned space platforms;

p!atfe_,,s;free-flying spacecraft; and new space transportation systems.

This Recommendation is not retroactive, nor does it commit any Agency to

implement the recommended concepts at any future time. Nevertheless, all CCSDS

Agencies accept the principle that all future implementations of advanced orbiting

data systems which are used in inter-Agency cross support situations will be based
on this Recommendation.

The recommendations in this document are to be invoked through the normal

standards programs of each member Agency, and are applicable to those missions

for which cross support based on capabilities described in this Recommendation is

anticipated. Where mandatory capabilities are clearly indicated in sections of the

Recommendation, they must be implemented when this document is used as a basis

for cross support. Where options are allowed or implied, implementation of these

options is subject to specific bilateral cross support agreements between the

Agencies involved.

No later than five years from its date of issue, this Recommendation shall be

reviewed by the CCSDS Agencies to determine whether it should: 1) remain in

effect without change; 2) be changed to reflect the impact of new technologies, new

requirements, or new directions; or 3) be retired or cancelled.

REVIEWDRAFT
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1.4.b

1.4.c

1.4.d

CCSDS RECOMMENDATION FOR ADVANCED ORBITING SYSTEMS

INTERFACES WITH CONVENTIONAL SYSTEMS

This Recommendation draws heavily upon previous CCSDS Recommendations for

the asymmetric flow of Telemetry and Telecommand data within Conventional

space systems, as defined in References [2] through [6]. Where feasible, appropriate

elements of the previous Recommendations are used directly. In other cases,

upward compatible extensions of the previous Recommendations are defined to

satisfy new requirements, such as the integration of digitized audio and video

(Reference [7]) into space data streams.

By virtue of this upward compatibility, it should be noted that this Recommendation

does not preclude "mixed" mission configurations whereby Conventional space

systems are operated in conjunction with Advanced Orbiting Systems. For example:

°_"

-,%°,

the space-located elements of CCSDS Advanced Orbiting Systems may

interface with independent free-flying spacecraft whose data communications

systems conform to Conventional CCSDS Recommendations. These interfaces

are technically supported via the various Service Access Points identified in

Section 2, but may not be specifically addressed within this Recommendation;

some missions may wish to operate hybrid configurations, e.g., a Conventional

CCSDS Telecommand uplink as described in References [4], [5], [6] may be

paired with an Advanced Orbiting Systems downlink. (Note that this

configuration would not satisfy the integration of digitized audio and video into

the uplink data stream.) Such hybrid configurations are technically supported by

the data structures defined in Section 5 of this Recommendation, but are--not

.... ,_,,,,11,, ,,n,_ ..... a. they are ther-efor-e the subject of detailed negotiations

between Projects and CCSDS cross support organizations. A discussion of

hybrid Telecommand operations is contained in Reference [8].

1.5 ORGANIZATION AND STATUS OF THIS DOCUMENT

1.5.a This document, which is the main Recommendation for CCSDS Advanced Orbiting

Systems, contains a definition of the CCSDS Principal Network and specifications

of its associated services and protocols. It is supplemented by a CCSDS Report

(Reference [8] [-9]) which is not part of the Recommendation.

1.5.b The main Recommendation contains this introduction (Section 1) plus six technical

sections and two one Annexes as follows:

1.5.c

OR_7_S,L PAGE IS

OF pOOR QU,_I.ITY

Section 2 contains a description of the CCSDS Principal Network (CPN),

including a broad definition of the services it provides. In case of conflict, the

specifications contained in Sections 3 through 7 shall take precedence over the

descriptive material in Section 2.
:'3" ' _" _ _ _'.-_. _", _ -_':"_"
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1.5.d

1.5.e

1.5.f

1.5.g

1.5.h

1.5.i

1.5ji

1.S.k j

Section 3 comains the controlling technical specification for a CCSDS "Palh

service", and i_s associated protocol, ,ahich supports one method for transferring

user data through the CPN. A formal definition of the Path protocol is contained

in Reference [9] {q-O] .

Section 4 contains the controlling technical specification for a CCSDS "Inter'net

service", and its associated protocol, which supports another method for

transferring user da_a through the CPN.

Section 5 contains the controlling technical specification for a CCSDS "Space

Link Subnetwork", and its associated sen,ices and prozocots, which supports a

variety of methods for transferring data through space/space and space/ground

channels. A fo,,"mal definition of the Space Link Subnet protocol is contained in

Reference [9] [q49] .

Section 6 contains an archilectural overview of a space link retransmission

protocol, which supports the reliable transfer of data through space channels.

(The CCSDS Secretariat should be consulted for information concerning the

:/:he detailed seN'ice and protocol specifications for this "Space Link ARQ

Procedure") _cr Am ........ -..,_ -....... ,._ ., c,c, cr, e D ....... ,_.,.:,-,_

x........... JJ, ..... "_ ................... "......... rO'_OCO ,S .............

Section 7 contains a summa. D' of the requirements which a Project must satisfy

in order to be compatib]e wizh this Recommendation, for the purpose of

obtaining cross support from other organizations.

!
Annex A contains a definition of the mechanisms to be used for CCSDS [

packet timetagging.

Annex B _ comains a list of the acronyms and terminology usekd . ]

throughout the main Recommendation. First-time readers are strongly urged to

become familiar whh the contents of this Annex.

The supporting CCSDS Repom, Reference [8] [-9-], summarizes key operational

concepts of the CCSDS Principal Nerwork. It provides general rationale and tutorial

information, and presents supporting analysis of space da_a channel performance

implications. First-time readers are s',rongly urged to become familiar with the

contents of this Report.

v _..t:,:. iS

OF .POOR QUALITY
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1.6.b

1.6.c

BIT NUMBERING CONVENTION AND NOMENCLATURE

In this document, the following convention is used to identify each bit in an N-bit

field. The first bit in the field to be transmitted (i.e., the most left justified when

drawing a figure) is defined to be "Bit 0"; the following bit is defined to be "Bit 1"

and so on up to "Bit N-I". When the field is used to express a binary value (such as

a counter), the Most Significant Bit (MSB) shall be the first n-ansmiued bit of the

field, i.e., "Bit 0".

In accordance with standard data communications practice, data fields are often

gouped into 8-bit "words" which conform to the above convention. Throughout

this Recommendation, such an 8-bit word is called an "octet".

By CCSDS convention, all "spare" bits shall be permanently set to value "zero".

BIT 0

N-BIT DATA FIELD

FIRST BIT TRANSIdlTTED = MSB

BIT N-1

4,

REVIEWDRAFT
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2

2.1

2.1.a

SYSTEM OVERVIEW

SCOPE OF THE CCSDS PRINCIPAL NETWORK

This Recommendation defines a conceptual model for a CCSDS Principal Network

(CPN). A CPN serves as, or is embedded within, the Project data handling networks

which provide end-to-end data flow in support of space mission users. A CPN

consists of an "Onboard Network" in an orbiting segment connected via a CCSDS

"Space Link Subnet'o, ork' either to a "Ground Network", or to an Onboard Network

in another orbiting segment. The conceptual context of a CPN is shown in Figure

2-1 in both a space/_ound and a space/space configuration.

CCSDS CCSDS
END POINT END POINT

t,, ,,costs,,costs
"CPN"

(A) SPACE/GROUND CONFIGURATION

CCSDS
END POINT

costst, ,,ONBOARD ONBOARD t SPACE LINK H ONBOARD

NETWORK NETWORK /SUBNETWORK _ NETWORK

CCSDS
END POINT

ONBOARD /

NETWORK /

"CPN"

(B) SPACE/SPACE CONFIGURATION

Figure 2-I: CCSDS Principal Net,,_,ork Elements

REk !EWAFI
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CCSDS RECOMMENDATION FOR ADV.-_NCED ORBIT1NG SYSTEMS

2.1.b

2.1.c

2.1.d

2.1.e

2.1.f

2.1.g

2.1.h

2.1.i

Recognizing the uniqueness of data transfer through special purpose space data

channels, this Recommendation specifies the full suite of services and protocols

operating within the Space Link Subnetwork (SLS). It also specifies the end-to-end

services and protocols required for the transfer of user data across the entire CPN. It

neither makes recommendations regarding the internal protocols operating within

the Onboard and Ground Networks, nor does it define or make recommendations

concerning extended ser',,ices beyond the conceptual bounds of the CPN.

Within the SLS, this Recommendation assumes the use of space/ground data

channels as defined in Reference [10] {-_. Although it is possible that many

space/space data channels may also be embraced by this Recommendation, its

applicability to general space/space communications has not been determined.

Two end-to-end seN,ice options are offered to users for the packedzed transfer of

data across the CPN: "Path" sen, ice and "Internet" sen'ice. The CPN extends to the

points at which the Path or Internet data transfer protocols are terminated and, as

such, locations of the end points of the CPN are not explicitly defined by CCSDS.

Note that this does not preclude the use of CCSDS data transfer protoco]s as

extended end-to-end protocols outside the bounds of the CPN, in which case Projec t

organizations may use them within "extended" Onboard or Ground Networks.

As far as the scope of the CCSDS Onboard or Ground Networks is concerned, the,,,

may consist of:

multiple interconnec,.ed subnetworks traversed by Internet and/or Path protocol

data units, or;

a single subnetwork _-aversed by Internet and/or Path protocol data units, or;,

a data link traversed by Intemet and/or Path protocol data uniu, or;

an internal communication within a data system using Internet and/or Path

protocol data units.

2.2 CROSS SUPPORT

2.2.a

CCSDS 701.0-B-2

CCSDS seeks to provide a communication systems architecture that facilitates

oppo,"zunities for in:or-Agency "cross support", which is defined as the capability

for one space AgEncy _o bidirectiona]ly transfer anelher Agency's data bet,,veen

ground and space systems, using its own transmission resources. Cross support

takes place at the ]e',el of dam su-uctures that are created bv one Agency and handed
over to another A__encv for transmission. This is achieved bv exposin,:' standard

service interfaces to the (otherwise private) communications infraszructure which is

provided by the coopera'ing Agencies. The adL"esses of such se_'ice interfaces on

the CPN are called "See'ice Access Points" (SAPs).

•.. ,_ 1 _ _ October 1992
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2.2.b

2.2.e

2.2.f

2.2.g

2.2.h

2.2.i

The cross support concept for CCSDS Advanced Orbiting Systems is based upon

the following precepts:

each Agency has its own, private network implementation;

the cross support services that are provided must be independent of the physical

implementation of an Agency's network;

the cross support services should be arranged so as to support the transfer of

data structures created at different layers of the CPN protocol architecture, i.e.,

flexible service interfaces should be offered;

incomplete da_a structures, or data structures containing detected but

uncon-ectable e=ors, are not required to be delivered in cross support situations

(though in case of non-deliveD,, error reports may be provided using optional

service parameters).

To realize this concept, CCSDS specifies the exposed se_'ice interfaces at which

the various services can be obtained, the corresponding interface primitives to be

implemented to access them, and their associated data structures.

The requirements which a Project organization must satisfy in order to be

compatible with this Recommendation, and their cross support implicarfons, are

defined in Section 7.

The service interfaces defined in this Recommendation are abstract service

interfaces: a specific implementation is not intended and therefore such an

implementation is the subject of local Agency or Project a_eements.

2.3 OVERVIEW OF SERVICES WITHLN THE CCSDS PRLNCIPAL NETWORK

2.3.a A conceptual model of a typical space mission CPN data flow configuration is

shown in Fig-ure 2-2. Here, examples of the various user seN'ices offered by the

Onboard and Ground Networks, and the Space Link Subnetwork, are indicated.

Note that data may flow in either direction (from space to _ound, or from m'ound

to space) in association with any of the seN'ices. Also note that although Figure 2-2

does not depict the space to space configuration, the concept is identical.

2.3.b

ORIG:N,%':.. FI_E-- IS

OF POOR QUALITY

CCSDS 70].0-B-2

The CPN model is layered, showing i;s general correspondence to the Open

Systems In:erconnection (OSI) model _hich is maintained by the International

Organization for Standardization (ISO), Reference [11] {-I-_. The CPN model, in

addition :o clearly indicating the nature and number of se_'ices provided by the

CPN, also al!o'as the systems implemen:ers to better understand the complexities

involved in providing the se_'ices.
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2.3.c Since the whole CPN is conceptually composed of _wo achi:ecturally symmetric

halves, the see'ices associated with the model may be made simpler to understand

by concentrating on only one of the halves, as shown in Figure 2-3. It should be

noted that in a physical imp]ementation the two ha]yes are not necessarily identical

owing to operational factors which are discussed in more detail in Reference [8]

•[-._: however, in this conceptual discussion the differences are put aside.

2.3.d Eight separate services are provided within a CPN. Two of these sen, ices

("Internet" and "Path") operate in an asyncl'n-onous mode across the entire CPN.

The remaining six see'ices CEncapsulation", "Multiplexing", "Bitstream", "Virtual

Channel Access", "Insert", and "Virtual Channel Data Unit") are provided in either

an asynchronous or isochronous mode by the Space Link Subne_work.

2.3.1 CCSDS PRLNCIPAL NETWORK END-TO-END DATA TRANSFER

SERVICES

2.3.1.a Two services, the I.ntemet seN,ice and the Path se_,ice, operate end-to-end across a

CPN. Project-defined "application services" may exist above these services to

provide higher layer functions such as data base access and fi]e transfer, but

CCSDS does not define their characteristics. For instance, while a Project-defined

"stack" (OSI Layers 4-7) of protocols may exist above the CCSDS Intemet service

to support application services, these prot_ols are not specified by CCSDS: the

shaded areas in Figure 2-2 and 2-3 specitqcal]y indicate the seN,ices which ARE
NOT discussed within this Recommendation.

2.3.1.b Since both the Intemet and Path sen, ices rely on underl.ving subne;works which

may not prese_,e sequence, end-to-end data transfer using these se_'ices is defined

to be non sequence prese_,ing; the SLS, however, does prese_,e sequence.

2.3.1.1 LNTERNET SERVICE

2.3.1.1.a The Internet sera,ice routes variab]e ]ength network seN, ice data units end-to-end

across the CPN, from a sending Network layer SAP to a receiving Network layer

SAP. Each network se_,ice data unit comains a delimited string of octets

representing higher ]ayer user data. The :ansfer is asynchronous, non sequence

preserving and with lifetime control.

2.3.1.I.b This service is expected to be used primarily for inter'rniuently transfenqng, at

relatively, low da',a ra',es, low to moderate volumes of sn--_cmred, delimited data

from a single source end point to a single destination end point. Such uses may'

require access to upper layer ISO protocol services, or may' require

communication through space links with applications _hat are accessible _hrough

ISO ground networks. This see'ice could be used to suppom, for example,

real:tree interactive command and control operations, fi]e =aasfer and interactive

opera.5ons s::cb as e3ecL-onic mail and remo:e terminal access.
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2.3.1.1.c The CCSDS ]n_ernet se_'ice conforms with the ISO 8473 Connectionless

Network Proloco] Specification, Reference [12]. To provide flexibility, the ]SO

8473 packet features full addressing of the source and destination network SAPs,

and the possibility of partial or full source routing, at the expense of a larger and

more complex communications header th_ is provided within the Path se_,ice.

2.3.1.2 PATH SERVICE

2.3.1.2.a The Path se_'ice n-m'nsfers var'iable length application layer service data units end-

to-end across the CPN, from an application accessible source SAP _o one or more

application accessible destination SAPs. Each service data unit contains a

delimited string of octets of user application data. The Path service is

asynchronous and non sequence preserving.

2.3.1.2.b The Path se_,ice is expected to be prfmz,'51y used for transfeMng, at moderate to

very high dzta rates, ]z._-ge volumes of s:ructured, detirr_ted data units between

fzh-ly static source and destination associations. It is the seN'ice most likely to be

used, for example, for the transfer of measurement data (i.e., telemetra,') from

payload insm._mems.

2.3.1.2.c The transfer is designed to use a lean and efficient protocol, by exploiting the fact

that in many space mission operations the association between the source znd

destination of user messages is known a-priori. These pro-established

associations, known as CCSDS "Logical Data Paths" (LDPs), are configured by

management. Instead of providing full endpoint addressing, the protocol data unit

of the Path se_qce contains a "Path Identifier" which identifies the LDP.

2.3.1.2.d The protocol dam unit of the Path se_'fce is the Version-1 CCSDS Packet. ,----as
_._ :. D_-,-....... r_ .._ r,,_ The Path se_'ice offers two service options:

2.3.1.2.e a "Packet" service transfers CCSDS Packets, prefo_,--natted by the user, intact

across the CPN;

2.3.1.2.f an "Octet S_no" se_'ice transfers delimited strinzs of user octets across the

CPN, by building them into Version-1 CCSDS Packets on the user's behalf.

2.3.1.2.g The Path service does not have an under;sing segmentation function, and does not

include a protocol mechanism for end-_o-end flow con=oL

REVIEWDRAFT
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2.3.2.b

2.3.2.c

2.3.2.d

2.3.2.1.b

SPACE LINK SUBNETWORK DATA TRANSFER SERVICES

The SLS, which forms the core of the CCSDS Principal Nap, york, supports the

bidirectional transmission of Path and Internet sere'ice data units through the

space/ground and space/space channels that interconnect the distributed elements of

the CCSDS Advanced Orbiting Systems. It also provides SLS data transfer services

which do not extend further through the CPN. Within the SLS, CCSDS defines the

full protocol suite required to achieve cross support.

A key feature of the CCSDS protocol provided for the SLS is the concept of

"Virlual Channels". The Virtual Channel facility allows one physical space channel

to be shared among multiple higher layer traffic sneams, each of which may have

different se_'ice requirements. A single physical space channel may therefore be

divided into several separate logical data channels, each known as a "Virtual

Channel" (VC). Each VC is individually identified and supports a single "Grade of
Sere'ice".

To facilitate simple, reliable and robust synchronization procedures, fixed length

protocol data units are used to transmit data through the weak-signal, noisy space

channels: their length is established for a particular link during a particular mission

phase by management, and the), are delimited by placing synchronization markers

between their boundaries. These protocol data units are each associated with one

pm'dcular Virtual Channel, and are known as "Virtual Channel Data Units" or

VCDUs. A se_,ice option imernal to the VCDU can also produce a protocol data

unit known as a "Coded Vinua] Channel Data Unit", or CVCDU. Each VCDU and

CVCDU contains a header and mailer which provide space link protocol conmol

information, and a fixed length data field within which higher layer se_'ice data
units are earned.

The SLS supports six different types of se_'ices: Encapsulation; Multiplexing;
Bitstream; Virtual Channel Access; Virtt:z.l Channel Data Unit; and Insert.

ENCAPSULATION SERVICE

The Encapsulation service provides a facility whereby variable length, octet

_igned se_'Jce da_a units that are no_ formatted as CCSDS Packets may, be

transferred across _he SLS. The transfer is asynchronous and sequence preserving.

The se_'Jce is accomp!!shed by ]ocally encapsulating _he "foreign" data sn-ucture

within a CCSDS conzro)]ed da_a str_cI_re that is part of the suite of cross

supported pro:oco_.s defSned for the SLS. The Encapsulation se_'ice is provided

using the \'ersion-I CCSDS Packet as i_s protocol data unit.

CCSDS 701.0.B.2
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2.3.2.2 MULTIPLEXLNGSERVICE

2.3.2.2.a The Multiplexing serviceprovidesa facility ',,,'hereby,,,a.viablelength, delimited,
octet aligned se_qcedataunits, which conform to the Version-1CCSDS Packet
format, may be multiplexed togetherfor transfer across the SLS on the same
Virtual Channel.The transfer is asynchronous and sequence preserving.

2.3.2.2.b The Muhip]exing se_'ice concatenates different CCSDS Packets together and

formats them into blocks which are sized to exactly load the fixed length data

field of one Virtual Channel Data Unit. The Muhiplexing service is provided

using the Version-1 CCSDS Packet as its service pro:coo! data unit. The

Multiplexing service can therefore accept both Encapsulation service and Path

service data units, and concatenate them within one Virtual Channel.

2.3.2.3 BITSTREAM SERVICE

2.3.2.3.a The Bitstream se_,ice provides a facility whereby serial strings of bits, whose

internal structure and boundaries are unknown to the CPN, may be transferred

across the SLS. The transfer is sequence prese_,ing and may be either

"asynchronous" or "isochronous". Isochronous transfer from service interface to

sen, ice interface is provided with a specified maximum delay and a specified

maximum jitter at the service interface. High rate video data may use the

isochronou s B i tsn'eam se_,ice.

2.3.2.3.b The Bitstream seN, ice breaks the sn'eam of bits from each SLS user into blocks

which are sized to exactly load the fixed length data field of one dedicated Virtual

Channel Data Unit. Fill data may be transparently added and removed as

necessary to match the bitstream to the fixed length data :field. Bitstreams from

different SLS users may not be multiplexed together whhin one Virtual Channel

by the Bits=earn se_'ice.

2.3.2.4 VIRTUAL CHANNEL ACCESS SERVICE

2.3.2.4.a The Virtual Channel Access se_,ice provides a facility whereby a Project

organization may transfer private se_'ice data units (which are sized to exactly

load the fixed length data field of one deAicated Virtual Channel Data Unit and

whose internal smocmre is unknown to the CPN) across the SLS. The transfer can

be either asynchronous or isochronous, and is sequence prese_'ing.

2.3.2.5 VIRTUAL CHANNEL DATA UNIT SERVICE

2.3.2.5.a The Vin_:al Channel Data Unit se_'ice provides a faci]iLv whereby a fixed length,

octet aligned VCDU or CVCDU, created by an independent SLS en_ity, may be
transfen:ed across the SLS. The transfer is sequence prese_'ing and is performed

either as vnchronously or isochronously and in accordance whh a prespeci,qed

CCSDS 7C10-B-2 Page October 1992
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2.3.2.5.b

2.3.2.6.b

2.3.2.6.c

2.3.2.6.d

Internal to 1he SLS, the Virtual Channel Dala Unit sea, ice transfers the

independen_l.v-creaIed VCDUs/CVCDUs through the space channel, together

with VCDUs/CVCDUs created by, the SLS itself. This see'ice is made available

to trusted users v,'ho are certified during the design process to ensure that the

independently-crea_ed protocol data units do not rio/am the operational inte_ty

of the SLS. Necessarily, the independent VCDUs/CVCDUs must have the same

length as those generated by, the SLS.

LNSERT SERVICE

The Insert seN, ice provides a facilhy whereby prSva,e, octet a]igned sen, ice data

units may be transferred isochronously across the SLS in a mode which

efficiently utilizes the space channel transmission resources at relatively low da_a

rates (Reference [8] ._). When activated, the Insert service is implemented by

establishing an "Insert Zone" in every Virtual Channel Da,a Unit that is

transmitted on a particular Physical Channel and by placing the Insert service

data units into this Zone. The Insert Zone shares the fixed length data field of the

VCDUs and/or CVCDUs with other types of service.

As noted in Reference [8.1 {-9-],when the zg_egate trmnsrnJtted data rate across the

Physical Channel is less than 10Mb/s, the Insert Zone shou]d be used for

isochronous data transfer; however, at rates _eater than 10Mb/s the isochronous

data shou]d be transmitted using the Bi:szrem--n se_,ice, on a dedicated Virtual

Channel. To avoid operational complexity, CCSDS recommends that the Insert

service shou]d not exist simultaneous],,, with the \:irzual Channel Data Unit

sen'ice on one Physical Channel.

The Insert se_,ice is sequence preserving and is provided with a specified

maximum delay and a specified maximum .jitter at the service interface. Typical

isochronous applications using the Insert sen,ice include moderate raze processes

such as audSo and teleoperations contro], operating in low bandwidth

environments ".,,here the overall transmitted data rate on the Physical Channel is

constrained. The sSze of the Insert Zone and the sampte rate of the Insert se_,ice

data units must be c_-efully tuned in concert with the available data transmission

resources. No_e _hzt 5t is un]Ske]y that the ag_ega_e Insert sen,ice data rate will

exactly match the generated data rate of the user source: provision must therefore

be made to compensate for an',' difference by the Insert se_qce user.

When the Insert seN'ice is used, the Insert Zone must be present in all Virtual

Channe]s :hat s_-e _he same Physical Channe], and its length is established by

managemenI.

REVIEWDRAFT
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2.3.3.b

2.3.3.c

2.3.3.d

2.3.3.e

2.3.3.f

2.3.3.g

2.3.3.h

2.3.3.i

2.3.3.j

SLS GRADES OF SERVICE

Three "Grades of Service" are offered within the Space Link Subnet: a Project

organization must implement at least one of these Grades of Service in order to be

compatible with this Recommendation.

Grade-1 se_,ice: SLS service data units are delivered t_ough the SLS complete,

with their sequence prese_'ed, and with a very high probability of containing no

errors induced by the SLS.

Grade.2 service: SLS service data units are delivered through the SLS possibly

incomplete, but with their sequence preserved and with a very high probability of

containing no errors induced by the SLS.

Grade-3 se_,ice: SLS service data units are delivered through the SLS possibly

incomplete and with a moderate probability that they conr.z.in errors induced by the

SLS, but wiuh their sequence prese_'ed.

It should be noted that:

not all Grades of Sen,ice are offered for each SLS service;

the Grades of Se_,ice are only offered during periods when space/ground or

space/space data channels are scheduled and available. Higher layer CPN

processes are required to reconstitute and deliver service data units which are

buffered during periodic space channel outages;

the Grades of Sen'ice are ONLY defined by CCSDS across the Space Link

Subnet: it is necessarily a Project responsibility to extend them into end-to-end

grades of sen'ice, if desired;

the Grades of SeN, ice are not expliciLly signalled by protocol, but are set up by

management;

sen,ice data units which contain detected SLS-induced errors are not required to

be delivered in CCSDS cross support configurations.

2.4 ARCHITECTURE OF THE SPACE LLN'K SUBNET

2.4.a

ORIGINAL PAGE IS

OF POOR QUALITY
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The purpose of this section is to present a top level overview of the key functions

and data sT"octures which support the operation and senices of the SLS. All of the

opera:ions ,ahich are described must be understood _o be independent of the

direction of dam flow through the SLS. The controlling specification for the SLS

se_'ice and pre:occ, l is contained in Section 5 of _his Recommendation.
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2.4.1 FUNCTIONS PERFORMED BY THESLS

2.4.1.a Figure 2-4 shows all possible data flows through the SLS: data flow from top to

bottom of the figure on the sending side, and from bottom to top on the receiving

side. "/"be physical space medium (a space/wound or space/space data transmission

path) interconnects the sending and receiving sides of the SLS. The figure identifies

the data handling and formatting functions that are involved, which are as follows:

2.4.1.1 PHYSICAL CHANNEL FUNCTION

2.4.1.1.a The Physical Channel function creates one dedicated space data transmission

path. A continuous stream of data bits is accepted at the sending side, modulated,

serially transmitted through the physical space medium, demodulated, bit

synchronized, and delivered through the receiving interface. The CCSDS

Recommendation for the Physical Channel function is contained in Reference

[10] {4-2-] and is not specified herein. While direct access to the Physical Channel

is permissable, definition of such a service is not wizhin the scope of this
Recommendation.

2.4.1.2 VIRTUAL CHANNEL FUNCTION

2.4.1.2.a At the sending side, the Virtual Channel function accepts se_'ice data units from

higher layer functions, builds them into the space link protocol data units

(VCDUs or CVCDUs) that are required to identify and operate the Virtual

Channels, applies the error control required by different Grades of Sea, ice,

commutates the VCDUs/CVCDUs into an appropriate sequence, and submits

them as a serial stream to the Physical Channel function for transmission through

one Physical Channel. At the receiving side the serial stream is synchronized _o

find the boundaries between VCDUs/CVCDUs, which are then passed through

error conn-ol procedures and decommutated. The higher layer sen, ice data units

are then extracted and passed back through the receiving seN'ice interface.

2.4.1.2.b During transmission :hrough the Physical Channel, each VCDU or CVCDU is

carried synchronously within one "Channel Access Data Unit" (CADU). The

CADUs provide fixed length "channel access slots" which occur at precise time

inte_'a.ls that a.:e synchronized with the transmiued bit rate, and whose boundaries

are deEmized using "Synchronization Markers". The commutated sequence of

VCDUs/CVCDUs is =ansmit_ed so that a]l of the synchronous channel access

slozs are occupied. In situations where no va]id higher layer data are read), for

release, a VCDU/CVCDU containing "Fill" data is commutated into the

transmitted sequence. The conzinuous and contiguous stream of CADUs, known

as a "Physica] Channel .Access Protocol Data Unit", is transferred through the

Physical Channel.

C_F POOR QUALITY
 RAFT
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2.4.1.2.c SeN'ice data units associmed with the Encapsu]afion, Multiplexing, Bitstream or

Virtual Channel Access se_,ices are placed into a "Data Unit Zone" within the

data field of the VCDU or CVCDU. At low transmitted data rates, the Insert Zone

facility may be activated to allow isochronous data samples associated with the
Insert SeN, ice to share the VCDU/CVCDU data field with the other types of

service data units.

2.4.1.2.d The Grades of SeN'ice are supported as follows:

2.4.1.2.e Grade-3 service is provided by consmJcting VCDUs for direct transmission

through the underlying dedicated Physical Channel;

2.4.1.2.f Grade-2 service is provided by adding an error correcting code to the

constructed VCDUs to form CVCDUs. The recommended code appends a

block of error correcting Reed-Solomon check s;, mbo]s to the VCDU inorder

to provide ,,,irzua!ly "error-free" transn"Assion;

2.4.1.2.g Grade-1 seN'ice is provided within CVCDUs on cerzain Virtual Channels by a

"Space Link ARQ" function that supports the transfer of asynchronous

Multiplexing, Bitstream or Virtual Channel Access seN'ice data units through

the space link using a retransmission control CARQ") procedure to protect

against momentary, channel outages. The function is implemented by a "Space

Link ARQ Procedure" (SLAP). Grade-1 sera'ice is defined only for full-

duplex operation, i.e., two dedicated Visual Channels, one in each direction,

must be paired by management for Grade-1 service to be provided.

2.4.1.2.h (Note: some Projects may be constrained to operam only, with an unidirectional

retransmission procedure, i.e., full-dup]ex operation may, not be possible. Such

Projects have the option of implementing an h.vbnd configuration with a

Conventional CCSDS "Commm'nd Operazion Procedure" providing retransmission

control for the uplink, as described in References [4], [5] and [6]. While

technically suppo=ed, hybrid configurations are the subject of detailed Project

implementations; such configurations are discussed in Reference [8].
• " and

2.4.1.2.i If Grades-I/2 operate in conjunction wkh Grade-3 on the same Physical Channel,

the stream of protocol dz',a units obse_'ed at the receiving side of the Physical

Channel may therefore contain VCDUs and CVCDUs which are serially

i.merleaved in a non-deterministic order.

2.4.1.2.j The demultip]exing and delivery of VCDUs and CVCDUs is achieved by, using a

Spacecraft /denIifier concaIena_ed 'ai:h a Virtual Channel Identifier, both of
which are comained in _be VCDU header. Error control mechmnisms are provided

toprotect these key, header routing fields.

 RAFT
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2.4.1.2.k Independently-crealedVCDUs/CVCDUs associated,ai:h the Virtual Channel
Data Unit sen,ice flow through the Virtual Channel function, potentially
interfacingonly with the error control mechanisms.

2.4.1.3 ASYNCHRONOUS DATA TRANSFER

2.4.1.3.a The normal "asynchronous" mode of SLS data transfer associated with the

Multiplexing, Encapsulation, Bitstream or Vmual Channel Access service is for

incoming service data units to asynchronously fill up the Data Unit Zone of the

VCDU or CVCDU before being released for transmission. The incoming service

data units must be preformatted into fixed length blocks in order to be placed

within the Data Unit Zone.

2.4.1.,1. ISOCHRONOUS DATA TRANSFER

2.4.1.4.a Some types of "isochronous" service data units require n"ansfer through the SLS

in a manner which prese_,es timing relationships that are important to users. This

is achieved by defining a fixed time delay with specified jitter between

transmissions.

2.4.1.4.b High rate isochronous data streams (e.g., video data) may be blocked using

Bit.stream procedures and an entire Virtual Channel may be dedicated for their

isochronous transmission.

2.4.1.4.c For low or medium rate user applications such as audio or teleoperations control

data, situations may arise ',,,,here the maximum transmitted data rate of the

CADUs is constrained by channel bandwidth considerations. In this case, since

the combination of maximum allowable time delay and CADU length lead to an

inefficient utilization of the space channel if dedicated VL_-rualChannels are used,

it may be necessa.D, to share the VC with other data. The Insert Zone facility is

provided within the VCDU/CVCDU data structures to ca.,,-'ry the isochronous data

samples: it is present in every transmitted CADU and hence provides a fixed,

synchronous time slot for the Jsochronous data.

2.4.1.5 MULTIPLEXLNG FUNCTION

2.4.1.5.a To efficiently utilize the space channel, variable ]en_h service data units must be

packed together so that they fully occupy the fixed length Data Unit Zone of the

CVCDU. This is accomplished by a multiplexing, delimiting and blocking

function. The Version-1 CCSDS Packet provides the only cross supported data

sm.mture that is recognized for use within this function.
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2.4.1.5.b

2.4.1.5.c

2.4.1.5.d

2.4.1.7.b

/.ndd,,,idua] CCSDS Packets from multiple sources are concatenated together into a

contiguous string of Packets, which is then broken into blocks whose length is

arranged such that they may be loaded exactly {nto the fixed length CVCDU Data

Unit Zone. Several individual "Packet Channels" may thus concurrendy share one

VC using the Multiplexing functions. Each Packet Channel is locally identified

using the "ApplicationProcess ID" (APID) fieldcontained in the CCSDS Packet
header.

The demulfip]exing and delivery of CCSDS Packets on individual Packet

Channels is achieved by examining the APID and "Packet Length" fields in the

Packet header: since these fields are not protected against errors, the

demultiplexing and delivery functions can only be reliably accomplished if the

headers are known to be correct. Consequently, cross support can only be

provided if the muhip]exed data are placed within Reed-Solomon protected
CVCDUs.

In the event that a CVCDU has to be released before hs Da_.a Unit Zone is full, an

"idle" CCSDS Packet, containing Fill data, is inserted.

BITSTREAM FUNCTION

The Bitstream function breaks each incoming stream of bits into blocks whose

lengths a-e arranged so ",_hatthey may be exactly loaded into the fixed length Dam

Unit Zone of a VCDU on a dedicated VC. Reassembly of the contiguous stream

of bits at the receiving service interface is performed. If fi]] data are inserted

during the vansfer, they are removed prior to delh'eD,. The Bhs_eam data may be

transferred either asynchronously or isochronously.

ENCAPSULATION FUNCTION

Since the asynchronous Multiplexing function only recognizes the Version-1

CCSDS Packet data s_-ucture, an Encapsulation function is provided which _vaps
"other" deli_ted data units into Version-1 CCSDS Packets.

The CCSDS Path Se_'ice, by virtue of its use of VersSon-] CCSDS Packets as its

protocol data unit, is directly compatible with the Mu]ti/,exing function and

therefore bypasses the Encapsu]ation function. However, the CCSDS Internet

sere'ice uses the ISO 8473 packet format, and from an evo]',:fionarT viewpoint it is

desirable to provide the flexibi]izy to hand]e other de]JmJ;ed, octet aligned da'a

units should :he future need arise to support different network layer sen'ices

across the CPN. The Encalzsu]agon function provides this Cexibilhy.

OP'IGL"_"_'I" _:'A_3E iS
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2.4.1.7.c The Encapsulation function takes any delimited se_'ice data unit which is

presented to the SLS at a requesting service interface in non-CCSDS Packet

format (e.g., the 8473 Internet packet) and encapsulates it within a special

CCSDS "carrier" Packet during its transfer through the SLS. The carrier Packet

may then be multiplexed onto an appropriate Packet Channel within one VC,

along with Packet Channels containing other carrier Packets or Path service data

units. At the receiving service interface of the SLS, the carrier Packet is stripped

and the original delimited service data unit is reconstituted to continue its passage

through the CPN.

2.5.b

2.5.c

2.5.d

ARCHITECTURE OF THE CCSDS PATH SERVICE

The CCSDS Path service, using the Version-1 CCSDS Packet, provides an

optimized connecfionless data transfer service between a single source user

Application and one or more destination Applications. Since the Version-1 CCSDS

Packet is a user da_a structure which is also standardized across CCSDS

"Conventional" missions, the CCSDS."Advanced Orbiting Systems" Path service

presents a compatible user interface across the entire spectrum of space

applications.

This section contains a descriptive overview and definition of the Path se_'ice: the

full service and protocol specification is contained in Section 3. Reference [81 {-9-]

contains a more general discussion of Path sen'ice characteristics.

The architecture of the CCSDS Path se_'ice is illustrated in Figure 2-5. The Path

layer provides an enhanced performance service which exposes a Path SAP to the

user Application at its upper side, and interfaces directly to the underlying local

subnetwork on its lower side, thus bypassing 2.11intermediate layers of protocol.

Although the ser','ice may operate in either direction through the CPN, one major

requirement for the Path sen,ice is the need to transfer high rates and vo]umes of

telemetry data from space to _ound. The Path service zrchitecrure is shown to be

syrnmenqcal in Figures 2-2, 2-3 and 2-5: however, at the g'round end of a telemetry

data transfer system additional hhgher ]aver processes may be provided to remove

transmission artifacts induced by the SLS (such as filling data gaps when Path data

are retrieved from onboz.,'d storage), and also to buffer the Path data for deliver" on
a user-convenient dmescale.

,.. .
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Figure 2-5: CCSDS Path Service Architecture

2.5.1

2.5.1.a

2.5.1.b

LOGICAL DATA PATHS

The Path service relies on the use of a managed association between two or more

application end-points, i.e., a Lo_cal Data Path (LDP). The LDP association is pre-

configured by CPN management for subsequent use by the Path service. Each

Lo_cal Data Path is referenced by a "Path ID".

As the CCSDS Packets traverse the local subnetworks of the CPN, they are carried

and routed by subnet-specific mechanisms (e.g., local area networks). At relay

points between different subnetwork routing mechanisms, the CCSDS Packet

header itself may be used in a routing and relay role, in which case the LDP

interpretation and mapping to the next subnetwork ad&,-ess is performed using

tables that are configured through prior interaction between the relay points and

management: in this case the "App]Jcafion Process Identifier" (APID) field in the

Version-1 CCSDS Packet header is used to provfde _,hereference to the Path ID.

CCSDS 701.0-B-2
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2.5.2.b

2.5.2.c

2.5.3.b

2.5.3.c

2.5.3.d

PATH ID 3IANAGE3IENT

Reflecting the need to use a ]can and compact protocol to achieve fast and efficient

space communications, the APID field in Lhe Version-1 CCSDS Packet is limited in

length to eleven bits, thus giving the possibility to reference 2048 different LDPs.

For complex international constellations of space vehicles, APIDs must be shared

between space Agencies. To facilitate cross support, it is therefore necesszry to

identify a strategy for APID assignment which, while enabling the sharing of

APIDs, avoids any APID ambiguity.

Within the onboz.rd systems of a CPN, it is the responsibility of ind.ividual Projects

to define a local assignment strategy for the available APIDs. Within the ground

systems of a CPN (which must support Path se_,ice associated with multiple

spacecrzdt) it is necessary to global]), identify each LDP: this may be accomplished

by concatenating the APID in the CCSDS Packet whh an "APID QuMifier" that is

associated with the Packet throughout its ground transfer to and from user

applications. A "Spacecraft Identifier" (SCID) may be used within the ground

systems to provide this APID Qualifier: the SCID is cz.rrSed as an 8-bit field whhin

the header of the space Link protocol data unit, i.e., the VCDU/CVCDU. Each of the

256 SCIDs may potentially provide an individual naming domain for 2048 APIDs.

The APID Qualifier may also be required in some space-to-space applications of

the Path sen'ice.

PATH SERVICE INFORMATION FLOW

The flow of information from the user Application to the local subnetwork

interface, for a typical Path seN'ice transmission, is as follows.

The Path layer receives either: a delimited string of user octets, together with the

parameters necessz.o, for the consm2ction of the Path protocol data unit (CCSDS

Packet), or; a complete user-formatted CCSDS Packet.

The Path layer either: constructs a CCSDS Packet or; vz2idates a user-fonT, atted

Packet.

The Path layer cooperates v.,jth locally-supplied comrnuniczdon mechanisms to
deliver the CCSDS Packet to its intended destination.

, ':!'< ' " r-

_k._-- • _. ": '

CCSDS 7CI 0-3-2 P:,_c --"lQ. Oclo_'r 1992



•CCSDS RECOMMENDATION FOR ADVANCED ORBITING SYSTEMS

2.8 ARCHITECTURE OF THE CCSDS INTERNETSERVICE

2.6.a The CCSDS Interact service supports interactive operations (of the type represented

by activities such as file transfer, electronic mail, and remote terminal access)

between end syslems located on the OnWard and Ground Networks of the CPN.

The Internet sere'ice is associated with the Network layer of the ISO Reference

Model of Open Systems Interconnection, Reference [11] _, and operates in
connecdonless mode.

2.6.b This section contains a descriptive o,,e_'iew and definition of the Internet service:

the full service and protocol specification is contained in Section 4, which

references the appropriate ]SO documentation. Reference [8] [-9] contains a more

general ddscussion of Interact se_'ice characteristics.

2.6.c The CPN comprises a series of interconnected, dissimilar subnetworks through

which data are conveyed. Each subnetwork may have different ways of addressing

the destination, different protocol data unit sizes, different time delays and

bandwidths, and different status and monitoring capabilities. The CCSDS Internet

service resolves these subnetwork differences by providing global inline protocol

mechanisms, which are contained in the In:ernet protocol data unit and mapped

down to the subnet layer as the Ln_emet data unit is _-ansponed through the CPN.

2.6.d Since standard techniques already exist to solve problems of global

interner, x'erking, CCSDS has adopted existing international standards for both the

Internet service definition and the protocol speci_cation, i.e., the ISO

cormecfionless mode network service (ISO 8348/AD1) and the associated protocol

(ISO 8473) as defined in References [12] through [15] r_ _ ._. ..... _. [_-7_

2.6.e The ISO 8473 internet protocol data unit ca=-ries along in its packet header full

endpoint addresses, securer.',,, priority, quality of se_'ice, and routing capabilities

which minirr'fize (but do not eliminate) network management responsibility. This

genera.lib, comes at the expense of a large communications header.

2.6.f The Internet service differs from the Path service in several respects:

2.6.g the number and location of :he application endpoints may change relatively

rapidly;

2.6.h the data raIes and '. o'.u,:nes associated with this type of =affic are relatively low,

and the dub' cycle of indi,.Sgual users is more ir.:ermi_tent, so that the

communications efSciency and ',_-oughpct pena]zies of comprehensive inline

protocol ate not so important;

2.6.i q_ •the so, ice may s=7,pon a ... e of higher laver OSI compatible services, for

those users _ho ,-,ted :hem: I, -REV  '3 RAFT
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2.6.j the senice provides a richer imernet addressing capabili b, ,.vhich conforms to

ISO inzernmional address pa;'tifioning standards, with a proportionally longer

and more complex header to carry the address;

2.6.k the service provides for a set of additional options, such as segmenting and

route reporting, which may be needed by specific Projects.

2.7 MANAGEMENT OF THE CCSDS PRINCIPAL NETWORK

2.7.a Many of the CPN protocols defined in this Recommendation have been designed to

enable fast processing and to conse_'e bandwidth during space data transfer;

therefore, some parameters associated with their operation are handled by

management rather than by inline protocol. Management of the CPN consists of the

set of functions and ser,dces which are provided to supervise, schedule and control

the CPN resources• To perform their coordinating functions, management

systems exchange informaEon using signalling mechanisms.

2.7.b Insofar as these management functions a.-e not associated with cross support, their

implementation is a local mauer which is not embraced by this CCSDS

Recommendation. The management and signalling aspects of cross support

configurations are the subject of separate CCSDS Recommendations; the CCSDS

Secretariat should be consulted for information relative to their status, s-.

2.7.c

ORIGif_AL PAGE 15
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3 PATH SERVICE AND PROTOCOL SPECIFICATION

LNTRODUCTION

The CCSDS Path Service provides efficient, high throughput, unidirectional data

transfer between a single source User Application and one or more destination User

Applications. The organization of the Path Se_,ice is reviewed in Figure 3-1.

USER _:_
APPLICATION

.___PATH SERVICESAP (CP_SAP)

(path entity) LCCSDS _ path layer

PATH I managementLAYER

------- subnet sen, ices

LOGICAL
J DATA PATH*

USER
APPLICATION

PATH SERVICE L

SAP (CP_SAP)

__ (path entity)

path layer CCSDS
managemenl PATH

LAYER

subnel services --_

LOCAL
SUBNETWORK

LOCAL
SUBNETWORK

INTERVENING
SUBNETWORKS

Figure 3-1: Path Service Architecture

3.l.b A CCSDS "Path Endty" provides Path se_'ice to a User Application. The Path layer

protocol tr_.,nsfers vzr-iab]e ]ength CCSDS Path Se_,ice Data Units (CP_SDUs) from

end to end across the CPN, from a source Path Entity. to one or more destination

Path Entities. The Path layer interfaces whh management services that configure

and conz'ol the Path se_'ice, and draws upon local subnezwork se_,ices for the

transfer of the CCSDS Path Protocol Data Units (CP_PDUs). The CP_PDU is the

Version-1 CCSDS Packet.

ORIGINAL PLGE iS
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3.1.C The route through the subnets of the CPN, knov,'n as a Logical DaTa Path (LDP), is

established by Path layer management and is consiant for the lifetime of the

association between User Applications. The LDP is identified by a Path ID. At any

point in the LDP, the CP PDU may be routed from subnetwork to subnetwork by

examining its Path ID. Ahernatively, at an)' point in the LDP, routing may be

accomplished between cooperating subnetworks by use of an agreed mapping

between subnetwork addresses. (Note, however, that at the exiting gateway of the

Space Link Subnet the Path ID must be employed for routing, since there is no

alternative mechanism available in the SLS protocol stack.)

3.1.d The Path Sen'ice is provided in two ways:

3.1.e a "Packet senqce" option transfers "Packet Service Data Units" (P_SDUs),

which are preformatted by the user as Version-1 CCSDS Packets, intact across

the CPN. Thus the user-formaued P SDU is used as the CP_PDU, and can be

u-ansferred without further formatting by the Path procedures, or;

3.1.f z.n "Octet Swing service" option transfers "Octet Service Data Units" (O_SDUs),

which consist of delirMted swings of user octets, across the CPN by formatting

them into CP_PDUs. This sen,ice may reduce the complexity of da_a transfer

for the users, since the CCSDS Packets are created by the se_,Jce.

3.1.g Note that the O_SDU and the P_SDU are both instances of CCSDS Path Service

Data Units (CP_SDUs).

3.1.h Each LDP terminating in a source end system of the CPN has an associated type of

sen'ice, either Packet or Octet Swing. The sen, ice type need not be preserved from

end to end of the LDP, i.e., asymmetric sen'ices may be provided: for instance, an

invocation of the Octet Swing sea, ice at the source end system may (at the user's

request), result in an instance of the Packet sen,ice at the destination end system(s).

Once selected, the Lvpe of service (symmemc or as)'mmewic) provided at the ends
of an LDP sha!l be fixed for its lifetime.

3.1.i The Path sen,ice does not provide inline protocol mechznSsms for flow control or

segmentation.

3.1.j The end-to-end Quality of Service provided to Path Service users will vary

according to the individual quaIities of service provided by the various

subnetworks along the Logical Data Path. Tl:e Path Scr_'ice does not provide any

mechanisms for guaranteeing a particular quality of service; it is the

responsibility of implementing organizations to ensure that the end-to-end

performance of a particular instance of the Path Service meets the requirements

ofits users.

OF PGOR QUALITY
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3.I.1 ORGANIZATION OF THE PATH LAYER

3.1.1.a The composition and service interfaces of the Path layer are shown in Figure 3-2.

OCTET STRING SERVICE PACKET SERVICE

O_SDU,
PATH ID

PACKET
CONSTRUCTION
PROCEDURES

CCSDS PACKET,
PATH ID

P_SDU (CCSDS PACKET),
PATH ID

PACKETTRANSFER PROCEDURES

PATH
LAYER

CCSDS PACKET(SN_SDU),
SOURCEADDRESS,
DESTINATION ADDRESS

subnetwork services

Figure 3-2: Path Layer Organization

3.1.1.b The parameters passed to the Octet String service by the Path service user (along

with information supplied by Pa_:h layer management) are used by the "Packet

Construction Procedures" to build the Primary Header of the CPPDU (the CCSDS

Packet).

3.].l.c A Version-1 CCSDS Packet passed 1o the Packet service b,,,' the Path sen'ice user is

used as the CP_PDU, so it is unchanged by the Path procedures.

ORfC_JN..'._LP,_GE IS
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3.1.2.b

3.1.2.c

3.1.2.d

PATH LAYER ADDRESSING

The Path service relies on the use of a preconfigured route (the Logical Data Path)

betv,,een a single source User Application and one or more destination User

Applications. The LDPs are configured by Path layer management for subsequent

use by the Path service. Every LDP is uniquely identified by a Path ID.

Each LDP consists of the source end system, the destination end system(s), and the

intermediate subnetworks on the LDP. An LDP need not include intermediate

subnetworks if the source and destination end sysmms are on the same subnetwork.

"Packet Transfer Procedures", used to forward the CP_PDU through the CPN, are

performed by Path Entities located in either a source end system or an intermediate

system.

Figure 3-3 shows an example of a single LDP crossing an intermediate subnetwork

to a single destination User Application.

SOURCE
USER

APPLICATION

DESTINATION
USER

APPLICATION

[__ [__
SOURCE

END SYSTEM
PATH ENTITY

INTERIdEDIATE

SYSTEM
PATH ENTITY

I
l LOCAL SUBNET'WORK ]

INTERMEDIATE

SYSTEM
PATH ENTITY

INTERMEDIATE

SUBN_=q'WO_K

DESTINATION

END SYSTEM
PATH ENTITY

1
J LOCAL SUBNETWORK

Figure 3-3: Example of a Logical Data Path

3.1.2.e Note that multi-ad&essing may be performed at an), of the intermediaie system Path

Entities or at the source end system Path Entity. Mu]ti-addressing may be

performed from a single source end system Path Entity to multiple destination end

system Path Entities on the same subnetaork, or on several subnetworks. A

"muldd.rop" arct_i'ecmre is permitted w;nere z,_e CP_SDU is de]ivered to a user in a

data system and the CP_PDU is also fo_ arded to other data systems.

3.1.2.f

CCSDS 701.0-B-2
I

In simple mission configurations, the Path ID of the LDP may be fully represemed

by the "Applica:ion Process ID" (APID) contained in the header of the Version-1
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3.1.2.g Since complex Path seB'ice cross support configuraIions may exist and LDPs must

be uniquely identified, an exlension of the Path addressing mechanism {knov,'n as

an APID Qualifier) may be required v,,ithin some of the subnetworks traversed by

the LDP. If needed, the APID Qualifier is locally associated with the APID in the

CCSDS Packet, but is not explicitly represented in the CP_PDU. In such

configurations, the Path ID is represented by the APID plus the APID Qualifier.

3.1.2.h The APID Qualifier uniquely identifies a naming domain which "owns" an APID

address space, and hence the 2048 Path IDs. The naming domain may be one

spacecraft or, if a complex orbiting constellation of spacecraft elements exists, each

of the individual elements may be its own naming domain. In this Recommendation

it is assumed that (at least as far as the flight systems are concerned) all of the

available APIDs are locally assigned by a Project organization across the

communicating set of spacecraft elements which are under the control of that

Project.

3.1.2.i However, within the ground system (which may have to concurrently support

multiple spacecraft) the APID Qualifier may be needed to maintain global

uniqueness of Path IDs. The 8-bit Spacecraft Identifier (SCID), contained whhin the
headers of VCDU/CVCDUs and concatenated with the Version Number "'01",

provides the APID Qualifier within the SLS. The SCID may t.herefore be used at the

_ound gateways whh the SLS to map into appropriate gound network addressing

mechanisms, so that partitioning of APIDs from different naming domains is

preseB,ed. Within the _ound networks local subnetwork ad&-essing information

(i.e., "SN_SAPs") may be used to represent the APID Qualifier.

3.1.2.j Note that some complex orbiting spacecraft may have multiple SCIDs assigned To

them while implementing a common onboard APID address space: in this case all

of the SCIDs are treated as a unified APID naming domain as far as the APID

Qualifier is concerned.

3.1.2.k If a constel]ation of cooperating but separate spacecraft (each implementing its own

internal APtD naming domain without sharing APID address space across the

orbiting systems) transmit their dam through a common Physical Channel, then each

of the SCIDs provides a separate APID Qualifier.

3.1.2.1 The convention for the AP1D naming domains is as follows:

3.1.2.m for space ;o ground communfcafion the naming domain is the source naming

domain (the spacecraft or spacecraft elemen0;

3.1.2.n for ground :o space communication :he nzmMg domMn is the destination

naming domain (the spacecraft or spacecraft element);

ORIGINAL PAGE IS
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3.1.2.o for space to space communication the naming domain is the source naming

domain (the source spacecraft or spacecraft element). In this case, Ihe

destination spacecraft may need to use the AP]D Qualifier in a manner similar

to the uound system.

3.1.3.b

3.1.3.c

SUBNETWORK SERVICES ASSUMED BY THE PATH LAYER

It is intended that the Path layer be capable of operating over connectionless-mode

services derived from a wide variety of real subnetworks and data links. Therefore,

in order to simplify the specifications of the protocol, its operation is defined with

respect to an abstract "underlying ser_,ice" rather than any particular real

subnetwork (SN) service. This underlying se_,ice consists of a single

"SN_UN"ITDATA" primitive which conveys the source and destination subnetwork

point of anzchment addresses and a minimum number of octets of user data.

The sen,ice primitives required are:

SN UNITDATA.request (SN_SDU,

Source Address,

Destination Addzess)

SN UNITDATA.indication (SN_SDU,

Source Address,

Destination Address)

Real subnetworks and data links may not conform to the SN_UNITDATA service

interface defined in 3.1.3.b: use of the Path service over such a subnetwork or

data link requires that a convergence function be performed between the

SN_UNITDATA primitives specified for the Path protocol and the service

primitives specified for that subnetwork or data link.

%,q T'\'TTT'_ _T_ _..-...,,,t.,--_-
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3.1.4 SERVICES ASSUMED FROM THE LOCAL ENVIRONMENT

3.1.4.a The sen, ices assumed by the Path layer from the local environment are unspecified.

3.2 SERVICE LNTERFACE SPECIFICATION

3.2.a All of the service interface specifications in this Recommendation generally follow

conventions used by ISO. Accordingly, the specifications are given in the form of

primitives, which present an abstract model of the logical exchange of information

between the Path layer and the user of the Path service. The prirn]tives are specified

to be independent of any particular implementation approach.

3.2.1 OVERVIEW OF INTERACTIONS

3.2.1.1 PACKET SERVICE

3.2.1.1.a The service primitives associated w_th the Packet service are:

PACKET.request

PACKET.indication

3.2.1.1.b The PACKET.request prim]tix, e is passed to the CCSDS Path layer, to request that

a P_SDU be sent.

3.2.1.1.c The PACKET.indication primitive is passed from the CCSDS Path layer to

indicate the an-ival of a P_SDU.

3.2.1.2 OCTET STRLNG SERVICE

3.2.1.2.a The seN'ice prL,nit_ives associated with the Octet Stung se_'ice are:

O CTET_ST R LNG. req u e.st
OCTET STRL\'G.indication

3.2.1.2.b The OCTET_STRING.request primitive is passed to the CCSDS Path layer to

request that an O_SDU be sent.

3.2.1.2.c The OCTET_STRING.indication p_dmJtive is passed from the CCSDS Path layer

to indicate the a,-'dva] of an O_SDU.

 RAFT
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3.2.2 SERVICE PRIMITIVE PARAMETERS

3.2.2.a The parameters for the Path service primitives are:

3.2.2.b O SDU The Octet Se_,ice Data Unit. The O_SDU is a delimited, octet-

oriented data unit whose content and format are unknown to the Path

layer. The maximum ]engzh of the O_SDU is defined by individual

Project organizations, t-_k.ing into account the maximum SDU size in

all subnets tzaversed by the LDP.

3.2.2.c APID The APID is a mandatory parameter and is used in conjunction with

the APID qualifier (if present) to uniquely identify the Logical Data

Path to be used in conjunction with the PACKET.request and

PACKET.indication primitives.

3.2.2.de P SDU The Packet Se_,ice Data Unit. The P_SDU is a Version-1 CCSDS

Packet that has been created by the service user. The maximum length

of the P_SDU is defined by individual Project organizations, taking

into account the maximum SDU size in a]l subnets traversed by the

LDP.

3.2.2.ed APID

Qualifier

The APID Qualifier is an optional parm"n,eter which is associated with

the APID in the CCSDS Packet in order to maintain global uniqueness
of APIDs. In this Recommendation, it is assumed that the APID

Qualifier is only used ',vizhin the ground network, and that the

Spacecraft ID (SCID) may be used to provide this parameter.

3.2.2_ Secondary
Header

Indicator

The Secondary Header is a feature of the CCSDS Packet which allows

additional types of information that may be useful to the User

Application (e.g., a time code) _o be included. The CP_PDU Primary

Header contains a "Secondary Header Flag" which indicates the

presence or absence of a Seconda..D' Header. Wi_in the Packet service,

a user of the service in a source end system may signal the presence or

absence of a Secondary Header by passing the Secondary, Header

Indicator pa.,'-ameter in the form of the Seconda. D, Header Flag. Within

the Octet String service, the Secondary Header Indicator parameter

signals the presence of a Secondary Header at the start of the O_SDU.

3.2.2.gf Path ID The Path ID, which uniquely identifies _he LDP, consists of the APID

plus the op:ional APID Qualifier.

 RAFT
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3.2.2.hg Dala
Loss

Indicalor

The Data Loss Indicator is used to alert the user of the Octet String

se_'ice in a destination end system that one or more O_SDUs have

been lost during transmission, as evidenced by a discontinuity in the

CP_PDU Sequence Count. This is an optional parameter, the

presence or absence of which is implementation-specific. If Data

Loss Indicators are to be generated by a particular implementation

then the)' must be declared at design time and be used consistently by

all parties invoh'ed in the im ementation ........... "

p,,..rame.;er.

3.2.3 DETAILED PATH SERVICE SPECIFICATION

3.2.3.a This section describes _n detail the primJrlves and parameters associated with the

identified services. Note that the parameters, which specify the information to be

made available to the receiving entity, are specified in a.,'a abs_-act sense: a specific

implementation is not constrained in the method of making this information
available.

3.2.3.1 PACKET.request

3.2.3.1.a Function

This primhive is the seN'ice request primitive for the Packet service.

3.2.3.1.b Semantics

The primitive shall provide parameters as follows:

PACKET.request (P_SDU,

APID,

APID Qualifier [optional])

3.2.3.1.c When Generated

TMs prirv.dtive is passed from the User Application to the CCSDS Path layer to

attempt to send the P_SDU.

3.2.3.1.d Effect on Receipt

Receipt of this primitive causes the CCSDS Path layer to attempt to send the

P_SDU.

REVIEWDRAFT
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3.2.3.2.b

3.2.3.2.c

3.2.3.2.d

3.2.3.3.b

3.2.3.3.c

3.2.3.3.d

PACKET.indication

Function

This primitive is the service indication primitive for the Packet service.

Semantics

The pfimhive shall provide parameters as foIIows:

PACKET.indication ('P_SDU,

APID,

APID Qualifier [optional] )

V_rhen Generated

This primitive is passed from the CCSDS Path layer to the User Application to

indicate the arrival of a P_SDU from the remote entity.

Effect on Receipt

The effect on receipt of this primitive by the User Application is unspecified.

OCTET_STRING.request

Function

This primitive is the service request primkive for the Octet Suing service.

Semantics

The primhive shzt] provide parameters as follows:

OCTET_STRING.request (O SDU,

Path ID,

Secondary Header Indicator)

When Generated

This primitive is passed from the User Application to the CCSDS Path layer to

attempt to send the O_SDU.

Effect on Receipt

Receipt of this prim/five causes the CCSDS Path layer _o attempt to send the
O_SDU.

"'"'_','_:-PAOE 18
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3.2.3.4.c

3.2.3.4.d

CCSDS KECO.M._-NDATION FOR ADVANCED ORBITING SYSTEMS

OCTET STRING.indication

Function

This primitive is the se_,ice indication primitive for the Octet String service.

Semantics

The prim.itive shall provide parameters as follows:

OCTET_STtLING.indicafi on (O_SDU,

Path ID,

Secondary Header Indicator,

Data Loss Indicator [opt.])

When Generated

This pfim.ifive is passed from the CCSDS Path layer to the User Application to
flndicate the anSval of an O_SDU from the remote entity.

Effect on Receipt

The effect of receipt of this primitive by the User Application is unspecified.

PATH PROTOCOL SPECIFICATION

The Path protocol procedures are composed of Packet Conswucrion Procedures and

Packet Transfer Procedures. The Packet Construction Procedures are only

associated with the Octet Swing se_'ice and are only active in the end systems of an

LDP. The Packet Transfer procedures are associated with both the Octet String

service and the Packet service, and are active in both the end systems and the

intermediate syszems of an LDP.

PACKET CONSTRUCTION PROCEDURES

The Packet Consmaction Procedures of the Octet String se_,ice consist of two

functions: a "CCSDS Packet Assembly Function" and a "CCSDS Packet Extraction

Function".

REV E , DRAFT
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3.3.1.2.b

3.3.1.2.c

3.3.2.1.b

CCSDS PACKET ASSEMBLY FUNCTION

This function accepts the octet string SDU and the Path ID and builds the

CP_PDU (i.e., a CCSDS Packet). The Packet APID is derived from the Path ID.

The Secondary Header Indicator parameter is generated by the source end user to

indicate the presence or absence of a Secondary Header data structure at the start

of the O_SDU: the Packet Assembly Function translates the parameter by setting

the "Secondary Header Flag" in the CP_PDU to a corresponding value. A

sequence coumer is maintained, and is used to generate a "Packet Sequence

Count" field in the CP_PDU.

CCSDS PACKET EXTRACTION FUNCTION

The Packet Extraction Function only exists in the destination end system. This

function strips the protocol control information from the CP_PDU and delivers

the O_SDU to the Path service user. The CP_SAP is identified by the Path ID.

The Secondary, Header Indicator parameter is generated by the Packet Extraction

function to indicate the presence of a Secondary Header data structure at the start

of the O_SDU.

The Packet Exn-action Function will check the continuity of the Packet Sequence

Count to determine if one or more CP_PDUs have been lost during transmission,

rand will generate the optional Data Loss Indicator parameter accordingly.

PACKET TRANSFER PROCEDURES

The Packet Transfer Procedures consist of a "Transfer Function" and a "Path

Recm, ery Function".

TRANSFER FUNCTION

The Transfer FuncIion of the Path layer is active in the source end system of an

LDP and in any' inte_,-rnediate system Path Entities which route CP_PDUs based
on examination of their Path ID. The Transfer Function uses the Path ID to

identify' the next Path Enti W in the LDP. The Transfer Function may submit the

CP_PDU to a number of SN_SAPS (subnetwork addresses) Which are not

necessarily on the same subnetwork, i.e., it may perform a muhicast function and

thus provide a broadcast service.

The Transfer Function max' be replaced in some intermediate systems by local

agreements which relate SN_SAPs in one subne:work :o SN_SAPs in another

subneIwork.

CCSDS 70].0-B-2
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3.3.2.2 PATH RECOVERY FUNCTION

3._.2.2.a The Path Recover3' function is active in the destination end systems of an LDP. If

the optional APID Qualifier is used within a destination end system, the AP/D

Qualifier is represented by the SN_SAP address and the Path Recovery Function

may recover the APID Qualifier on the basis of that address and derive the Path

D. If the APID Qualifier is not used within the destination end system, the Path

I1) is derived directly from the APID of the CP_PDU. In the case of the Packet

service, the CP_PDU is delivered intact to the user identified by the Path ID.

CP_PDUs of LDPs terminating in the Octet Swing se_,ice are delivered to the

CCSDS Packet Extraction Function of the Packet Consn"ucdon Procedures.

3.3.3 STRUCTURE AND ENCODING OF THE CCSDS PATH PROTOCOL DATA

UNIT

3.3.3.a The CCSDS Path Protocol Data Unit is the Version-1 CCSDS Packet,_.vhfch is

,ao=_,_ :- o _t ...... r-,1 The sTucture of the CP PDU is shown in Figure 3-4.

PRIMARY H_-ADER

PACKET
IDENTIFICATION

VERSION T SEO. APPLIC.
No. y HDR. PROCESS

p FLAG ID

0_3

3 1 1 _1

PACKET
SEQUENCE
CONTROL

SEQUENCE

FLAGS

PACKET
SEQUENCE

COUNT

PACKET
LENGTH

SECONDARY
H-S_ADER

(OPTIONAL)

(NOT
CURRENTLY

SPE CIFIE D)

2
OCTETS

2 14

2
OCTETS

2
OCTETS (VARIABLE)

DATA I

(VARIABLE)

Figure 3-4: CP_PDU (CCSDS Packet) Structure

CCSDS 701.0-B-2

The utilfzzfion of the fields whhin the CP_PDU is as follows:

VERSION (Bits 0 through 2)

The three Version bits shall be set to "000", signifying the Version-1 CCSDS

-,, :{2DRAFII I_=, Ii /_'*
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3.3.3.4.b

3.3.3.5.b

TYPE (Bit 3)

This bit is not used within CCSDS Advanced Orbiting Systems. It may be set to

either ",,a]ue "0" or "l"

SECONDARY HEADER FLAG (Bit 4)

This flag indicates if a Secondary Header is present in the CP_PDU. If a

Secondary Header is not present, the flag shall be set to value "0". If a Secondary

Header is present, the flag shall be set to value "1"

APPLICATION PROCESS IDENTIFIER (Bits 5 through 15)

The APID (possibly in conjunction with the optional external APID Qualifier)

provides the naming mechanism for the LDP, i.e., the Path ID. The name of the

LDP defines the source, the destination and the route taken be_,een them.

Up to 2048 APIDs may be expresseA by this 11-bit field. However, not all APIDs

are available for LDP naming. A list of APIDs reserved for special purposes is

contained in Table 5-4, from which it v,,i]l be seen that only 2032 APIDs are

available for LDP naming.

SEQUENCE FLAGS (Bits 16,17)

These flags may be set by the user of the Packet sen,ice to indicate that the User

Data contained within the P_SDU is a segment of a larger set of application data:

the flags are not part of the Path protocol. The encoding of the Sequence Flags for

the Packet service is as fo]]ows:

0 -"

01=

10=

11 =

P_SDU contains a continuation segment of User Data.

P_SDU contains the first segment of User Da:a.

P SDU contains thelzst Segment of User Data.

P_SDU contains unsegmented User Data.

No_e that if the Octet Swing seN'ice is invoked at any point within the LDP the

flags must be set Io the "11" configuration, since segmemadon is not allowed
within the Path sen'ice.

PACKET SEQUENCE COUNT (Bits I8 through 31)

This 14-bit 5eld shall contain a straigh: sequential count (modulo 1638.1) which

numbers each CP_PDU genera,,ed on a particular LDP.

F_ V.,,.':-._ .,,_
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PACKET LENGTH (Bits 32 through 47)

This 16-bit field contains a sequential binary count "C" v,,hich expresses the

length (in octets) of the remainder of the CP_PDU that follows this field. The

v_ue of "C" is the number of remaining octets, minus one.

SECONDARY HEADER

The contents of the Secondary Header are specified by the source end user. A

definition of how the Secondary Header may be used to support timetagging of

the CCSDS Packet is presented in Annex A. 4. ,....A°_"_'a,,_.._:. D_" ...... r'_l ,_.

5_._fet aJue ,,cv, :_,_; ..... _,.,, ,,.,,._ r-t-,cr_e ;_t:.._,_ c.... ,_.-,Lr_..; ...... _" 10 v ,., tO ............ ,2 ......... .-, ...... ,._ _ ..... , ;

He.ad_.r fc_.],z',vg '. In any instance, the length of the Secondary Header must be an

integ-ral number of octets. _............ •............... ._ ....... "_m_:_ "_

USER DATA

This is the User Data field of the CP_PDU: it must be an integ-ral number of octets

in length.

3.4.b

_IANAGEMENT OF THE PATH SERVICE

Some of the parameters associated with the CCSDS Path se_'ice are confi_red

using management techniques. Management, through the use of signalling

mechanisms, conveys the required configuration informarAon to the applicable Path

layer entities.

The following Path se_,ice configuration parameters are handled by management:

these parameters are abstract and are independent of any particular management

system implementation.

SERVICE OPTION

Management configures the source and destination end systems of an LDP to

suppo_ either Octet Suing or Packet service. The service on a particular LDP may

be asymmetric, e.g., the source may suppo= Octet String se_'ice and the des:inz',ion

may be configured to deliver unsegmented Packet se_,ice.

.. _ ;."_
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3.4.2.b

3.4.2.c

3.4.2.d

LDP ROUTING LIST

Management establishes the route to be taken by each LDP and identifies the

subnetworks which are components of the route. For each subnetwork, management

supplies the following configuration information:

the SAP through which the LDP enters the subnetwork, and;

the SAP(s) through which the LDP exits the subnetwork, and;

the (optional) APID Qualifier to be used to maintain uniqueness of the LDP
within that subnetwork.

RRAFI
CCSDS 701.0-B-2

I
Page 3-16 October 1992



CCSDSP,.ECO.kL_'_NDATiON FOR ADVANCED ORB]T].N'G SYSTEMS

4 CCSDS L-NTERNET SERVICE AND PROTOCOL SPECIFICATION

4.a This Section specifies the se_'ices and protocol associated with the CCSDS Inter'net

service.

LNTERNET SERVICE DEFINITION

The CCSDS Internet service shall conform to /SO $348/AD1, "Information

Processing Syszems - Data Communications - Network Se_,ice Definition -
Addendum 1: Connectionless-mode Transmission" (Reference [14] {44-}-).

L-NTERNET PROTOCOL SPECIFICATION

The protocol selected to provide the Internet service sh_l conform to ISO 8473,

"Information Processing Systems - Data Communications - Protocol for Providing

Connec_onless-mode Network Service" (Reference [12] ._-._-).

4.3

4.3.a

4.3.b

4.3.c

4.3.d

4.3.e

4.3.f

4.3.g

LNTERNET PROTOCOL CONFORMANCE STATEMENT

The ISO 8473 protocol specification identifies three protocol options:

the Full Protocol Set;

the Non-Segmenting Subset;

the Inactive Subset.

In order to provide maximum flexibility in cross-support and imerworking

situations, The Full Protocol Set has been selected by CCSDS.

ISO 8473 zJso sp_ifies mandatory and optional protocol functions. Except for error

reportizg, all mandatory options specified for the Full Protocol Set shall be

provided. This does not preclude the provision of other, optional protocol functions,

for Project-unique reasons: however, the availability of optional protocol functions

cz.nnot be _uz,ranleed for cross support.

Since the Inzernet service may be required _o operate through unidirectional data

liras, mandzmry e_or reporting may not be possible.
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5

5.1

5.1.a

5.1.b

SPACE LLNK SUBNETWORK SERVICE AND PROTOCOL
SPECIFICATION

LNTRODUCTION

This section of the CCSDS Recommendation for Advanced Orbiting Systems

defines the se_,ices z.nd procedures for communicating bev_'een two spacecraft, or

between a spacecraft and its associated ground system, within the Space Link

Subnet (SLS). The relationship of the protocol specified in this section to the overall

CCSDS Principal Network layering is described in Section 2.

Figure 5-1 illustrates the relationship of SLS layers to the Data Link and Physical

layers of the reference model of Open Systems Interconnection, Reference [11]

_--]. The "Space Link" (SL) layer is organized into two sublayers: a "Virtual

Channel Link Control" (VCLC) sublayer and a "Vk'tuzl Channel Access" (VCA)

sublayer. These reside upon a "Physical Channel Layer" uhzt accesses the physical

medium for space/space or space/_ound communication.

OSI LAYERS: SLS LAYERS:

DATA LINK LAYER

PHYSICAL LAYER

VIRTUAL CHANNEL

LINK CONTROL

SUBLAYER

VIRTUAL CHANNEL

ACCESS SUBLAYER

PHYSICAL CHANNEL
LAYER

SPACE
LINK

LAYER

Figure 5-1: Space Link Sublayering Relationships

5.1.C Within the SL layer, multiplexing provides multi-user access to the SLS: users of

the SLS m'e defined as the entities which access the subnetwork at SL Se_,ice

Access Points (SL_SAPs). The SL layer provides two levels of multiplexing: the

VCA sub]ayer provides "Virtual Channels" (VCs) which allow several users to use

the same Physical Channel concurrently; and the \.'CLC sub]ayer provides further

multiplexing for packetized data by allowing separate com:'nunicz:ions between

users (referred to as "Packet Channels") ;o be multiplexed o._:o the same VC.
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5.1.d. Figure 5-2 illustrates the architecture and seN'ices of the Space Link Subnetwork.

ENCAPSULATION MULTIPLEXING BITSTREAM

SERVICE SERVICE SERVICE

VIRTUAL
CHANNEL
DATA UNIT
SERVICE

r m_.

VIRTUAL CHANNEL LINK CONTROL(VCLC) SUBLAYER

VIRTUAL
CHANNEL
ACCESS INSERT
SERVICE SERVICE

VIRTUAL CHANNEL ACCESS (VCA) SUBLAYER

" 4 J
PHYSICAL CHANNEL SERVICE

I

PHYSICAL CHANNEL LAYER I

Figure 5-2: Space Link Subnet Architecture

5.1.e

5.1.f

5.1.g

5.1.h

5.1.i

s.l.j

5.1.k

The VCLC and VCA sublayers are def'med in terms of:

the senSces that each sub]zyer provides to its users, and;

the underlying sen, ices each requires from its lower layer or sublayer, and;

the internal proIocol procedures of each sub]ayer, and;

the formats of the protocol data units assoc{ated with each, and;

the management imerface each has with its subla.ver management entity.

The sere'ice specification for the VCLC/VCA interface occurs in the service

specification of both sub]zyers: in the VCLC sublayer specification, the sen'ice

required by the VCLC sublayer is described; in the \'CA sub]ayer specification, the

seN'ice provided by the VCA sub]ayer is described.

OR_CINY_L P,_E _S
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5.1.1 The se_'ice specification for the interface between the VCA sublayer and the

Physical Channel Layer defines the services required from the Physical Channel

Layer: these services are defined _o be independent of abe nature of the transmission
medium.

5.1.m The se_,ice specifications for the management interfaces define the services

between each sub]ayer and its sublayer management entity.

5.1.n All of the seD'ice specifications are given in the form of primitives, which present

an abstract model of the logical exchange of data structures and control information

between the SL sub]ayers and the user of the sublayer ser,dces. The primitives are

specified to be. independent of specific implementation approaches.

5.].0 The VCLC and VCA peer-to-peer protocol specifications define the procedures for

the transfer of information between peer VCLC and VCA sublayer entities. They

are independent of the type of space channel transmission medium usA, and relate

to each VCLC or VCA entity separately and independently from any other VCLC

or VCA entity that might exist at the same time.

5.1.1 VIRTUAL CHANNEL LINK CONTROL SUBLAYER SERVICES

5.1.1.a Virtual Channel Link Control sublayer se_,ices provide for the transfer of "VCLC

Se_,ice Data Units" (VCLC_SDUs) across a VC within "VCLC Protocol Data

Units" (VCLC_PDUs). The VCLC_SDU may be either va"iable length, delimited

and octet aligned "packetized" daIa, or "Bitstream" Data.

5.1.l.b Variable length delimited SDUs which are to be carried in the same VC are

multiplexed together in the VCLC_PDU. Delimited SDUs associated with different

SLS users are ca.,_-'riex:lin different "Packet Channels": in this way several SLS users

may have access to the same VC. The muhip]exing mechanism is the Version-1

CCSDS Packet and the Packet Channels are identified by the Application Process

Identifier (APID) in the CCSDS Packet header.

5.1.1.c Variable length delimited SDUs which conform to the Version-1 CCSDS Packet

format may be transferred through the Space Link Subnet via a "MuhipIexing

service". Alternatively, vafiab]e length delimited SDUs which are not in CCSDS

Packet format may be prepared for muhiplexing and transfer via an "Encapsulation
sen'ice".

5.1.1.d Bitstream Data are placed into VCLC_PDUs dedicated to individual users. The

service is provided by a "Bits=earn se_,ice".

5.1.1.e Table 5-1 shows :he combination of VCLC sere'ices which are permitted (denoted

by an "X") :o be. concur-ren_ly used wi:hin a VC.

- :..,.,_i,_ ,fl ,q
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Table 5-1: Allowed Concurrent VCLC Service Combinations

ENCAPSULATION

MULTIPLEXING

BITSTREAM

ENCAPSULATION

x

MULTIPLEXING

x

BITSTREAM

x

5.1.2 VIRTUAL CHANNEL ACCESS SUBLAYER SERVICES

5.1.2.a Virtual Channel Access sublayer seN'ices provide for the transfer of "VCA Service

Data Units" (VCA_SDUs) across the physical space channel within "Virtual

Channel Protocol Data Units" (VC_PDUs). To facilitate synchronization procedures

when transmi:fing the VC_PDUs :hrough weak-signa], noisy space channels, the

VC_PDUs (and therefore the VCA_SDUs) are of fixed length on any particular

Physical Channel: their length is set by management.

5.1.2.b VC_PDUs are implemented using a CCSDS data structure known as a "Virtual

Channel Data Unit" (VCDU). Within the VCA sublayer, a VCDU may be error

protected by transforming it into a CCSDS data structure known as a "Coded

Virtual Channel Data Unit" (CVCDU). The CVCDU is identical to the VCDU

except that internally its data field is shortened and a block of error-correcting

Reed-Solomon check symbols is included. The VCDUs and CVCDUs that are

transrrfiuecl on a par_cular Physical Channel are all of the same length.

5.1.2.c Each VC_PDU (i.e., each VCDU or CVCDU) carries precisely one VCA_SDU and

is uniquely identified by means of a "VCDU-ID" field which consists of a

"Spacecraft Identifier" conca:enated with a "Virtual Channel Identifier".

5.1.2.d The VCA sub]ayer provides a "Virtual Channel Access" service whereby an SLS

user may imp]ement a private VCLC sublayer protocol and submit fixed-length

private VCA_SDUs directly to the VCA sublayer for _-ansfer through the SLS using
one or more dedicated Virtual Channels. Since both the format and content of the

private VCA_SDUs are unkno_n to the SLS, cross support is confined to their

deliver3' using VC_PDU routing mechanisms. (No_e: _oject organizations that use

the Virtual Channel Access service and wish to receh, e cross support of a private

VCLC sub2ayer pro:oco] may make proposals to CCSDS for its registration as a

standard, in ah!ch case _his Recommendation would be ex;ended if the proposal is

accep:ed.)

OF PO()i-_ QUALrl'Y
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5.1.2.e

5.1.2.f

5.1.2.g

5.1.2.h

5.1.2.i

s.l.2.j

The VCA sub]a','er provides an "Insert" sen'ice to support the isochronous transfer

of samples of oclet aligned data (e.g., audio or te]eoperations control information).

This se_'ice is usually only invoked Io support the isochronous transfer when the

total transmiue..d data rale across the physical space channel is low (typically less

than 10 Mb/s). An Insert Service Data Unit (IN SDU) is placed into a special

"Insert Zone" that exists in every transmitted VC_PDU on a particular Physical

Channel, thus offering a fixed, synchronous time slot to the user. The presence or

absence of the Insert Zone is established by management for each individual

Physical Channel.

The VCA sublayer provides a "Virtual Channel Data Unit" se_,ice ,,,.,hereby the

service data units are themseh'es fully formed VC_PDUs, created by an

independent VCA entity, that may be directly interleaved into the stream of

VC_PDUs that are transmitted on a particular Physical Channel. The independently

created VC_PDUs internally support SLS services provided by a separate VCA

en_ty.

Each fixed length VC_PDU is prefixed and delimited by a Synchronization Marker

for _-ansfer across the Physical Channel. The resulting data unit is known as a

"Channel Access Data Unit" (CADU). A serial stream of bits, representing a

continuous and contiguous string of CADUs, forms the "Physical Channel Access

Protocol Data Unit" (PCA_PDU) which is used by the VCA sublayer to access the

Physical Channel layer. Each CADU therefore provides a fixed data transmission

time slot within the synchronously transmkted PCA_PDU.

A PCA_PDU transmitted through a Physical Channel is identified within the

VCA sublayer by a Link Identifier or "LinklD".

The LinklD is the naming mechanism for those VCA sublayer services (e.g.,

Insert) which are bound to every VC_PDU that is present in a particular

PCA_PDU. It is also the mechanism for identifying the managed attributes of a

particular PCA_PDU, including: the data transmission rate; the VCDU-IDs

which may appear in a particular PCA PDU, their Version numbers and their

multiplexing sequence; the length of the CADUs in that PCA_PDU; the presence

and length of any Inserts; and the presence or absence of any techniques which

provide adequate bit transitions in the PCA_PDU.

The LinklD in any particular implementation is conveyed in an "out-of-band"

fashion by local management associations, not by "in.band' protocol. It is

therefore a logical mechanism for ascribing physical attributes to a PCA_PDU,

rather than an ¢lcmcnt of essential inline protocol addressing information.

DR/ FI
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PHYSICAL CHANNEL SERVICE

The Physical Channel layer, which provides a "Physical Channel Service" to the

VCA sublayer, acdvazes the physical space medium for transmission of the

PCA_PDU between two spacecraft, or between a spacecraft and its supporting

ground system. The CCSDS Recommendation for "Radio Frequency and

Modulation", Reference [lOJ, _ contains specifications for space/ground and

ground/space physical channels. The applicability of this Recommendation to

general space/space communications has not been determined.

5.1.4.b

5.1.4.c

5.1.4.d

SLS GRADES OF SERVICE

User data which are carried within VCDUs receive "Grade-Y' service, i.e., their

transmission is dependent upon the performance of the Physical Channel and may

not be error controlled.

User data which are carried within CVCDUs receive "Grade-2" service, i.e., their

transmission is error controlled using the Reed-Solomon coding.

Link retransmission ("ARQ") procedures are provided within the Virtual Channel

Access sublayer for some user data which require "Grade-1" service: these data are

carried within CVCDUs which provide Reed-Solomon error control, augmented by

the ARQ protocol to ensure their completeness. The ARQ procedures are described
in Section 6.

Table 5-2 shows the SLS Grades of Service as a function of the presence or absence

of the Reed-So]omon code and link retransmission protocol within the VCA

sublayer.

Table 5-2: Features of SLS Grades of Service

GRADE
OF

SERVICE

GRADE-1

GRADE-2

GRADE-3

VCA
REED-SOLOMON

REQUIRED?

YES
YES
NO

VCA LINK

RETRANSMISSIQN

iPROTOCOL REQUIRED?

YES
NO
NO

5.1.4.e Not all combinations of SLS sen ices and Grades of SeN ice are permitted. TabJe

5-3 summarizes the se_,ice options which are allowed (denoted by "X") whhin the

SLS, in combination wi_h the SLS Grades of Service and ",_heIsochronous CI") or

DRAFTOR_!,NAL l't,.,.,._=::,.,

Of: POOR QUALITY
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Table 5-3: Allowable Types and Grades of Service

GRADE OF 1 2
SERVICE

TRANSFER I A I A
TYPE

SLS SERVICE:

IvIULTIPLEXING AND ENCAPSULATION X X

I A

BITSTREAM X X X X X

VIRTUALCHANNELACCESS X X X X X

VIRTUAL CHANNEL DATA UNIT X X X X

INSERT X X

5.1.4.f

5.1.4.g

5.1.4.h

5.1.4.i

In pzn_cular it should be noted that:

Caution should be exercised when using Grade-3 serv-ice, since the service does not

provide the low error rate required for reliable extraction of the type of

asynchronous packetized data associated with the Multiplexing, Encapsulation and

(possibly) Virtual Channel Access se,wices.

Insert SDUs must be contained in every VC_PDU (VCDU and/or CVCDU)
. r,-._.;,..1 c.,_. .... 1 which is authorized bytransmitted in a PCA_PDU on .... ., ..............

management to support Insert seN'ice (see 5.1.2h-j), and their length must be

constant so that the data-caro'ing space available for other u'pes of SDUs is known.

Although an Insert SDU may be carried in a VC_PDU for which Grade-1 se_'ice is

provided, Grade-1 sea,ice (i.e., ARQ) will not be provided for the Insert SDU.

Within the VCDU se_'ice, cross support of a particular Grade of Se_'ice is

necessarily the subject of local a_eements.

,..., < _ .. _'_:
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5.1.5 SPACE LINK ADDRESSING

5.1.5.a The Virtual Channel Access and Virtual Channel Link Control sublayers of the

Space Link layer each have their own addressing mechanisms.

5°] l_I.,..J°_

5.1.5.b The VCA sublayer uses the VCDU-ID to identify the VCA-SAPs for the Virtual

Channel Data Unit service and the VCA_UNITDA TA service. The VCDU.ID

also identifies the user of the Virtual Channel Data Unit service or

VCA_UNITDATA service, and hence identifies the relationship between the

VCA_SAPs and the users of these services. The VCA_SAPs are bound by

management at the transmitting end of a data link to one or more PCA_PDUs.

Although multicasting of a virtual channel through multiple PCA PDUs is

permitted if the VCDU size is the same for all of the relevant PCA_PDUs and

Insert service is not present in any of those PCA_PDUs, multiplexing of a virtual

channel across multiple PCA_PDUs is forbidden.

5.1.5.c The VCA sublayer uses the LinklD to identify the VCA_SAPs for the Insert
service.

5.1.5.d The users of the VCLC sea,ices are identified by the VCLC_SAPs. The

VCLC_SAP address, which is unique across all VCLC se_'ices, is composed of a

number of par_s which vary for each service:

5.1.5.e the VCLC_SAPs for the Bits_earn se_'ice are iden_i_e,_d by the VCDU-ID, and;

5.].5y the VCLC_SAPs for the Muhip]exing and Encapsulation sea,ices are identified

by the VCDU-ID plus the Packet Channel Identifier (PCID). The PCID is

represented by _he ll-bit Application Process ID (APID) in the Version-1

CCSDS Packet.

5.1.5.g The PCIDs associated with the Multiplexing service do not overlap with those

associated whh the Encapsulation se_'ice. Certain PCID values are rese_'ed by

CCSDS for special uses such as for the encapsulation of the ]SO 8473 Internet

protocol da:a units :,,d-,, the EncapsuJafion setvice) du_n_,z their _ansfer throuo_.h

the SLS. There are 20Z8 possible PCIDs, some of w_]ch are reserved by CCSDS for

special uses. Table 5-4 specifies how the PCIDs are allocated.

ORIC_P4AL PPX'_E IS

OF POOR QUALITY
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5.1.5.h

5.1.5.i

The non-reserved PCID values (0-2031) axe administered as "user domains" by

Project organizations and axe allocated to Muhiplexing service users in conjunction
with the CPN Path service. Each user domain is named by the Spacecraft ID

component of the VCDU-ID.

The VCLC_SAP addressing for the Encapsulation service (E-service), Muhiplexing

service (M-service) and Bitstream service (B-service) is summarized in Table 5-5.

Table 5-4: Packet Channel/Application Process Identifier Allocations

PCID (DECIMAL
EQUIVALENT)

2047

2046

2032 - 2045

0-2031

UTILIZATION

RESERVED BY CCSDS TO IDENTIFY A "FILL"

PACKET

RESERVED BY CCSDS TO IDENTIFY A FLOW

OF ENCAPSULATED ISO 8473 PACKETS

RESERVED BY CCSDS FOR POSSIBLE FUTURE

USE

AVAILABLE FOR USER DOMAIN ASSIGNMENT

BY PROJECT ORGANIZATIONS

Table 5.5: "_CLC SAP Address Parameters
m

VCLC_SAP SELECTOR

PACKET CHANNEL ID

VCDU-ID

E-SERVICE

RESERVED

PACKET

CHANNELS

SPECIFIC

VIRTUAL

CHANNEL

SELECTOR VALUES

M-SERVICE

USER
PACKET

CHANNELS

SPECIFIC

VIRTUAL

CHANNEL

B-SERVICE

NOT USED

SPECIFIC

VIRTUAL

CHANNEL

ii ViLv ORAFT
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5.1.6 ISOCHRONOUSSERVICE

5.1.6.a The VCA sublayer provides isochronous data transfer across the SLS, with a jitter

dependent on that of the CADUs. The CADUs each occupy a fixed time slot within

the PCA_PDU v,,hich is transmitted seriaJly on the Physical Channel. Therefore, for

example, if the CADU-to-CADU "time slot jitter" is 1-nanosecond, then this same

jitter will apply to the isochronous data.

5.1.6.b The isochronous dam transfer can be achieved either:

(1) by using a dedicated Virtual Channel which is timed to occur at a fixed

interval (i.e., every nth CADU), thus providing a fixed time slot, or;,

(2) by using the Insert sen'ice, which provides a fixed length, time division

multiplexed, synchronous data sample in every transmitted CADU via an

"Insert Zone" in the VC_PDU.

5.1.6.e In both cases, the controlling clock is that of the SLS. Disregarding the SLS

propagation deJay, if the frequency of occurrence of CADUs on the physical

channel is "F" then the SLS access delay for method (1) is therefore n/(F) and the

SLS access delay for method (2) is 1/(F).

5.2 SPACE LL-NK SUBNETWORK PERFORMANCE REQUIREMENTS

5.2.a This section contains an over-,,iew of the performance required whhin the SLS.

Some of the implications of these perfonnance requirements are discussed more

fully in Reference {-9-][8].

5.2.1 PHYSICAL CHANNEL OPERATING POLNTS

5.2.1.a In order to consem'e bandwidth, the Space Link Subnet assumes that the stream of

CADUs is modulated directly onto the space channel. However, in the event that an

uncoded cha.n, ne] c_not provide the required performance, the stream of CADUs

may as a Project option be coded before modu]ation. The design parameters for the

standard CCSDS convo]utional inner code are specified in Reference [3].

REVIEWDRAFT
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5.2.2.b

5.2.2.c

PROBABILITY OF VCDU ,_IISIDENTIFICATION

The stream of CADUs delivered at the receiving end of the Space Channel layer

may contain VCDUs and/or CVCDUs, inserted in a non-deterministic order, each

labelled by the VCDU Identifier (VCDU-ID) field consisting of a Spacecraft ID

concatenated with a Virtual Channel ID. Multiple Spacecraft ID and Virtual

Channel ID fields, qualified by their Version Numbers, must potentially be

examined in order to deliver the data units to the proper data handling process

within the VCA subla),er: an error occurring in these fields will therefore cause

misidentification of the data unit and consequent disruption in service.

The baseline performance requirement for the VCA sublayer is that the probability

of misidentifying a VCDU or CVCDU, ov,'ing to a channel-induced error occurring

in the VCDU-ID field, sha]l be less than lxl0E-07.

Recognizing that VCDUs (Grade-3) and CVCDUs (Grade-2) may be mixed on a

Physical Channel, and that for some applications it may be desired to deliver data

prior to the Reed-Solomon decoding process, a mechanism must therefore be

provided to protect the VCDU-ID field against channel-induced error so that the

minimum misidentification probability is guaranteed. A "VCDU Header Error

Control" field is therefore provided as an option in the VCDU header to provide this

protection. The probability of misidenti$'ing a VCDU or CVCDU due to an error

induced by the space channel may thus be governed by the performance of the

VCDU Header Error Conn-ol mechanism.

5.2.3.b

5.2.3.c

5.2.3.d

PERFORMANCE OF THE GRADES OF SERVICE

The performance of each of the vz.-ious Grades of Service offered within the Space

Link Subnet is governed by:

the probability that a particular VCDU/CVCDU is missing in the sequence

obse_'ed at the receiving end of the Physical Channel, as a result of rejection

due to an uncon-ectable channel-induced error and;

the probability that an undetected channel-induced error exists somewhere

within a pa.rgcu]ar accepted VCDU/CVCDU at the receiving end of the Physical
Channel.

The perf, orm, ance of each of the Grades of Se_'ice is a function of the par'ticular

physical space medium being used. ]n Reference [8] {-9], assuming the conditions of
an additive v,'hi:e Gaussian noise channel, the performance of each of the Grades of

Sere'ice is addressed paramemical]y.

_1_ ;',_ "
b :_ -,_ k -. L'.: ,"
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5.2.3.e

5.2.3.f

When operating a Virtual Channel in Grade-3 ser-,,ice the performance is

established by the characteristics of the Physical Channel and the performance of

the VCDU Header Error Control mechanism. Within Grade-2 service, the

performance probabilities are improved by the error-correcting capabilities of the

Reed-Solomon code. Within Grade-1 se_,ice, the probabilities are further improved

by the provision of the link retransmission protocol.

Under the Physical Channel operating conditions necessary to achieve the required

lxl0E-07 probability of VCDU misidentification, the minimum required se_,ice

provided by the Space Link Subnet within the three Grades of Service is as shown

in Table 5-6. Reference [8] {-9-]presents examples of achieved performance on a

particular Physical Channel.

Table 5-6: Minimum Required Performance of

SLS Grades of Service

GRADE

OF

SERVICE

GRADE-1

GRADE-2

GRADE-3

REQUIRED PROBAB}LITY THAT

A VCA_SDU IS MISSING

<lxlOE-12

<lxlOE-07

<1xlOE-07 '

*Refer to Section 5.4.9.2.1.1.5.e for the applicability of this value.

VIRTUAL CHANNEL LL\'K CONTROL SUBLAYER

This section contains the service and protocol specifications for the Virtual Channel

Link Con_o] sub]ayer. The VCLC sub]ayer provides sen'ices to transfer either

delimited "packedzed" or undelimited "Bhstream" service data units within user

specified VCs.

0_' POOR QUALITY

CCSDS 701.0-B-2 Page 5-12 Oclobcr 1992
I



CCSDS RECOMMENDATION FOR ADVANCED ORBIT].",'(] SYSTEMS

5.3.1 VCLC FUNCTIONAL OVERVIEW

5.3.1.a Delimited sere'ice data units (i.e., packetized data) are transferred using fixed length

"Multiplexing Protocol Dam Units" (M_PDUs). The M_PDUs are consn'ucted by

multiplexing together Version-1 CCSDS Packets that are to be delivered over the

same VC, and breaking the resulting stream of Packets into fixed length blocks

which exactly fit the data space of the VC_PDU in the layer below. Non-CCSDS

Packet delimited sen,ice data units are first encapsulated within a unique Version-1

CCSDS Packet prior to multiplexing.

5.3.1.b Bitstream Data are transferred using fixed length "Bitstream Protocol Data Units"

(B_PDUs) which are dedicated to a single user.

5.3.1.c The VCLC sublayer uses the se_,ices of the VCA sublayer to transfer its PDUs

(i.e., M_PDUs and B_PDUs). The VCDU-ID parameter is used by the VCLC

sublayer to identify the VC for the transfer. It is passed v,,hh the M_PDU and the

B_PDU to the VCA sublayer, which builds the VC_PDU.

5.3.2 LNTERNAL ORGANIZATION OF THE VCLC SUBLAYER

5.3.2.a The VCLC sublayer provides three types of seN, ices, and contains three procedures.

The services, procedures, and their mandatory interface parameters are illustrated in

Figure 5-3.

5.3.3 VCLC SERVICES PROVIDED

5.3.3.a The VCLC sublayer provides three services to its users: Encapsulation;

Multiplexing; and Bitstream.

5.3.3.I ENCAPSULATION SERVICE

5.3.3.1.a The Encapsulation se_,ice provides transfer of non CCSDS structured delimited,

octet aligned data units across the Space Link Subnet. These data units are

encapsulated within CCSDS Packets for multiplexing within a VC.

5.3.3.2 MULTIPLEXL\'G SERVICE

5.3.3.2.a The Mu]:iplexing service provides transfer of CCSDS Packets across the Space

Link Subnet. CCSDS Packets (and other non CCSDS delimited data units,

encapsulated within CCSDS Packets) are multiplexed together for transfer within

REI/I[WR/IFI
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VCLC USERS

I
ENCAPSULATION

SERVICE

1
I

MULTIPLEXING
SERVICE

E_SDU
VCDU-ID M_SDU

PC ID PCID
VCDU-ID

I
BITSTREAM

SERVICE

BITSTREAM DATA
VCDU-ID

ENCAPSULATION
PROCEDURES

1
E_PDU

VCDU-ID
1

MULTIPLEXING PROCEDURES
I BITSTREAMPROCEDURES

1 J
M_PDU B PDU

VCDU-ID VCDU-ID
J I

VCA_SDU
VCDU-ID

i VCA_UNITDATA SERVICE
I""i i
I VCA SUBLAYER I
I I

Figure 5-3: Internal Organization of the VCLC Sublayer

5.3.3.3 BITSTREAM SERVICE

5.3.3.3.a The Bitstream ser,¢_ce provides transfer of undelimhed Bitstream Data across the

Space Link Subnet.

REVIEWDRAFT
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5.3.4 SERVICES ASSUMED FRO3I THE VIRTUAL CHANNEL ACCESS

SUBLAYER

5.3.4.a The services required by the VCLC sub]ayer to exchange VCLC_PDUs are those

provided by the VCA sublayer. The service parameters, as used by the VCLC

sublayer, are:

5.3.4.b VCA SDU The VCA_SDU is the VCLC_PDU.

5.3.4.c VCDU-ID The VCDU-ID is the same as the VCDU-ID parameter used in the

VCLC se_,ice primitives

.... 4.d • 7PT'_T T
v %,.,,,,,=,,.J,1_,._

Loss

5.4.3.d VDCU

Loss

Flag

The VDCU Loss Flag is used to notTfy the user at the destination end

of a VCA se_'ice that a sequence discontinuity has been detected and

that one or more VC_PDUs has been lost. The VCDU Loss Flag is

mandatory (in contrast to similar flags provided by the

Encapsulation and Bitstrearn services) in recognition of its

importance in the Multiplexing and Bitstream procedures of the

VCLC layer.

5.3.5 SERVICES ASSUMED FROM THE LOCAL ENVIRONMENT

5.3.5.a The services assumed from the local environment are unspecified.

5.3.6 VCLC SUBLAYER SERVICE INTERFACE SPECIFICATION

5.3.6.1 OVERVIEW OF EN'TERACTIONS

5.3.6.1.1 ENCAPSULATION SERVICE

5.3.6.1.1.a

ORIGINAL PAGE IS
OF PQOR QUALITY

This se_,ice is used to transfer non CCSDS sn"uctured delimhed, octet aligned

Encapsulation SDUs (E_SDUs) by encapsulating them within Encapsulation

Protocol Data Units (E_PDUs). The E_PDUs use the Version-1 CCSDS Packet

sn-ucture. The,-,, are ::ransfe,"red according to the Grade of Se_'ice specified by

management for the requested VC. The service pe,,'-rni:s E_SDUs to have any

format, and _o be of any ]eng,,h v, hich is an imegral number of octets, up to

65,536 octets maximum: ho'_ve',er, indivictual Project organizations shall

establish the maximum and minim. =m sizes for the E_SDU, providing that the

65,536 octets maximum ]er==:h !s no_ exceeded.

REVIEW R/IFI
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5.3.6.1.1.b

5.3.6.1.1.c

5.3.6.1.1.d

5.3._I.l.e

5.3.6.1.2.b

5.3.6.1.2.c

5.3.6.1.2.d

The service primitives associated with this service are:

E UNITDATA.request
m

E UNITDATA.indication

The E_UNITDATA.request primitive is passed to the VCLC sublayer to request

that an E SDU be encapsulated and multiplexed into the specified Virtual

Channel, and sent.

The E_UNITDATA.indication is passed from the VCLC sublayer to indicate

the arrival of an E_SDU.

When the Encapsulation service is used as the underlying subnetwork service

for the CCSDS Internet service (see section 4), a convergence function must

be performed to map between the SN_UNITDATA primitives specified for the

ISO 8473 protocol and the E UNITDATA primitives specified for the

Encapsulation sen'ice. The mechanics of the convergence function depend

on the implementation of the systems involved: they are therefore necessarily

the subject of local cross support negotiations.

MULTIPLEXING SERVICE

This service is used to transfer Multiplexing SDUs (M_SDUs) which are

preformaued as Version-1 CCSDS Packets. They are transferred according to

the Grade of Se_'ice specified by management for the requested VC. The

CCSDS Packet structure allows the M_SDUs to be multiplexed along with other

M_SDUs and E_PDUs using the specified VC. The se_'ice permits the M SDU

to be of any length which is an inte_al number of octets, up lo 65,542 octets

maximum; however, individual Project organizations shall establish "the

maximum and minimum sizes for the M_SDU, providing that the 65,542 octets

maximum length is not exceeded.

The seN,ice prSmJtb,'es associated with this se_'ice are:

M_UNITDATA.request
M UNITDATA.indication

The M_UNITDATA.request primitive is passed to the VCLC sublayer to

request that an M_SDU structured as a Version-1 CCSDS Packet be

multiplexed into the specJfie.d Virtual Channel, and sent.

The M_UNJTDATA.indication is passed from the VCLC sublayer to indicate

the arrival of an M_SDU.

CCSDS 701.0-B-2
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5.3.6.1.2.e

5.3.6.1.3.b

5.3.6.1.3.c

5.3.6.1.3.d

When the Multiplexing service is used as the underlying subnetwork service

for the CCSDS Path service (see section 3), a convergence function must be

performed to map between the SN UNITDATA primitives specified for the

Path protocol and the M_UNITDATA primitives specified for the

Multiplexing sere'ice. The mechanics of the convergence function depend on

the implementation of the systems involved: they are therefore necessarily the

subject of local cross support negotiations.

BITSTREAM SERVICE

This service is used to transfer Bitstream Data. Different Bitstreams are not

multiplexed within a Virtual Channel, i.e., each VC is dedicated to one source

of Bitstrez_m Data. The service allows Bflstreams to be of any length. However,

the length of data that implementations may support at the seN'ice interface may

vary for an), one use of the Bitstream service primitives. That is, the length of

data accepted for transfer at the source in one Bitstream service request may not

be equal in length to the data delivered at the destination in one Bitstream

service indication, e.g., since "fill" may be inserted and its location indicated.

There are two service primitives associated with this service:

BITSTREAM.request
BITSTREAYl.in dication

The BITSTREAM.request primitive is passed to the VCLC sublayer to request

that Bits_ream Data be sent.

The BITSTREAM.indication primitive is passed from the VCLC sublayer to
indicate the arriva.1 of Bitsn-eam Data.

VCLC SERVICE PRIMITBZE PARAMETERS

The parameters for the VCLC primitives are described below. Unique uses of

these parameters by any primitive are described in the "Additional Comments"

section in the detailed description of that prirnJtive.

5.3.6.2.b E SDU The Encapsu]ation Sere'ice Data Unit. An E_SDU is a delimited,

octet a.ligned data unit which, since it is not formatted as a Version-

1 CCSDS Packet, has a format and content that are both unknown

to the \;CLC sublayer.

REVIEWDRAFT
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5.3.6.2.c M SDU
m

5.3.6.2.d Bitstream

Data

5.3.6.2.e PCID

5.3.6.2.f VCDU-_

5.3.6.2.g Bit.stream

Data Loss

Flag

5.3.6.2.h E SDU

Loss Flag

CCSDS 701,0-B-2
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The Muhiplexing Se_'ice Data Unit. An M_SDU is a delimited,

octet aligned data unit which is necessarily formaued as a Version-

1 CCSDS Packet. The content and format of an MmSDU header is

both known to and used by the VCLC sublayer.

Bitstream Data are undelim.ited strings of bits whose content and

format are unknown to the VCLC sub/ayer.

The Packet Channel Identifier. The PCID identifies the

VCLC_SAPs for M_SDUs and E_SDUs within a specific VC. The

PCID is locally expressed by the Application Process ID field in
the Version-1 CCSDS Packet header. A subset of the PCID (i.e.,

APID) values are resen, ed for assignment and administration by

CCSDS, as specified in Table 5-4: the remaining values are

available for administration by users. Resen'ed values are globally

unique, while user values are unique only within their own

administrative domain (v,.hich is named by the Spacecraft ID

within the VCDU-ID). Within the ground network, user PCIDs

may need to be qualified to achieve a unique VCLC_SAP address:

the parameter which qualifies them is the Spacecraft ID,
concatenated with the Version Number "01"

The Virtual Channel Data Unit Identifier, which consists of the

Spacecraft Identifier (SCID) concatenated wkh the V_ual Channel

Identifier (VCID).

The Bitstream Data Loss F'lag is an optional parameter which may

be used to notify the user at the destination end of the VCLC

Bitstream sen, ice that a sequence discontinuity has been detected

and that Bitstream data may have been lost. If imp]emented, the

flag shall be derived from the VCDU Loss Nag received from the

VCA sub]ayer. If this j7ag is generated by a particular

implementation then it must be declared at design time and be

used consistently by aIl parties invoh'ed in the implementation.

The E_SDU Loss Flag is an optional parameter which may be used

to notify the user at the destination end of the VCLC Encapsulation

sen, ice that a sequence discontinuity has been detected and that

one or more E SDUs has been lost. If implemented, the flag shall

be derived by examining the Packet Sequence Count in the

E_PDU. If this flag is generated by a particular

implementation then it must be declared at design time and be

used consistently by all par_'es invoh'ed in the implementation.

REVIEWDRAFT
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5.3.7.1.b

5.3.7.1.c

5.3.7.1.d

5.3.7.1.e

CCSDS RECOMMENDATION FOR ADVA.\'CED ORBITE','G SYSTEMS

DETAILED VCLC SERVICE SPECIFICATION

This section describes in detail the primitives and parameters associated with each

VCLC service. The parameters are specified in an abstract sense and specify the

information to be made available to the user of the primitive. A specific

implementation is not constrained in the method of making this information
available.

E_UNITDATA.request

Function

This primitive is the service request primitive for the Encapsulation service.

Semantics

The primitive shall provide parameters as follows:

E_U_'-ITDATA.request (E_SDU,

VCDU-ID,

PCID)

When Generated

This primitive is passed to the VCLC sublayer to request it to send the E_SDU.

Effect On Receipt

Receipt of this primitive causes the VCLC sublayer to attempt to send the

E_SDU.

Additional comments

None.

E U_'ITDATA.indication
m

Function

This primitive is the service indication primitive for the Encapsulation service.

ffEV + ff+AFT
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5.3.7.2.b

5.3.7.2.c

5.3.7.2.d

5.3.7.2.e

5.3.7.3.b

5.3.7.3.c

5.3.7.3.d
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Semantics

The primitive shall provide parameters as follows:

E_uNrlTDATA .indication (E SDU,

VCDU-ID,

PCD,

E_SDU Loss Flag [opt.])

When Generaled

This primitive is passed from the VCLC sublayer to the Encapsulation service

user to indicate the arrival of an E_SDU.

Effect on Receipt

The effect of receipt of this primitive by the Encapsulation se_'ice user is

unspecified.

Additional Comments

The optional E SDU Loss Flag may be passed to the user of the Encapsulation

service to signal a sequence discontinuity.

M_UNITDATA.request

Function

This primitive is the sen'ice request primi_ve for the Multiplexing sen'ice.

Semantics

The primitive shall provide parameters as follows:

M_UN'ITDATA.request (M SDU,

PC1D,

VCDU-ID)

\\Den genera;ed

This primitive is passed zo the VCLC sub]a)'er m request it _o send the M_SDU.

Effect On Receipt

Receipt of ;his primitive causes the VCLC sublayer zo auempt to send the

REVI[ ,  /DRAFT
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5.3.7.3.e

5.3.7A.b

5.3.7.4.c

5.3.7.4.d

5.3.7.4.e

Additional comments

This primitive is used to attempt to send CCSDS Packets across the SLS.

D,"rr_ p_-ame{cr i._ ,,,_: f_.f¢._I _"........ _,,_ Dr'Tr', .... ;_.-,,. :-,,- ,I. ^ Drr'_ _IA_ .,,;,_'.

uhcVersion I r',r',cr.,e D...v_. _,_.,A_-

M UNITDATA.indication

Function

This primitive is the service indication primitive for the Multiplexing service.

Semantfcs

The primitive shall provide parameters as follows:

M_UNqTDATA.indicafion (M_SDU,

PCID,

VCDU-ID)

When Generated

This primitive is passed from the VCLC sublayer to the Multiplexing service user
to indicate the arrival of an M_SDU.

Effect on Receipt

The effect of receipt of this primitive by the Muhip]exing service user is specified

in the Path Sen'ice specification, Section 3.

Additional Comments

This primitive is used to deliver CCSDS Packets to the user identified by the

PCID (i.e., the Application Process ID field in the Version-I CCSDS Packet

header, as qualified by the VCDU-ID). The CCSDS Packet header is not stripped

prior to delivery. The Multiplexing se_'ice does not provide a "data loss"

pa.rarne_er _o its users; an), discontinuities associated whh the Multiplexing se_,ice

that are detected by the VCA sub]ayer are handled by management.

B ITSTREAM.request

Function

This primhive is the service request primitive for the Bitszrearn se_'ice.

CCSDS :'0]0-9-2 Page 5-21
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5.3.7.5.b

5.3.7.5.c

5.3.7.5.d

5.3.7.5.e

5.3.7.6.b

5.3.7.6.c

CCSDS RECOMM[ENDATION FOR ADVANCED ORBITING SYSTEMS

Semantics

The primitive shall provide parameters as follows:

BITSTREAM.request O3itstream Data,

VCDU-ID)

W'hen generated

This primitive is passed to the VCLC sublayer to request it to send the Bitstream
Data.

Effect On Receipt

Receipt of this primitive causes the VCLC sublayer to attempt to send the
Bitstream Data.

Additional comments

Since the service interface specification is an abstract specification, the

implementation of the Bitstream Data parameter is not constrained, i.e., it may be

continuous Bitstream, delimited Bitstream or individual bits.

BITSTREAM.indlcatlon

Function

This primitive is the sen,ice indication primitive for the Bitstream service.

Semantics

The primitive shall provide parameters as follows:

B ITS TR EAM.indicat:ion (Bitstream Data,

VCDU-ID,

Bitstrezm Data

Loss Flag [opt,])

\_,_ en Generated

7"his primitive is passed from the VCLC sub]ayer to the Bitstream se_'ice user to
bdicate the arrival of Bizstream Data.

OF POOR QUALITY
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5.3.7.6.d Effect on Receipt

The effect of receipt of this primitive by the Bitstream sen, ice user is not

specified.

5.3.7.6.e Additional Comments

The quantity of user data delivered by an implementation of this sen, ice primitive

is not defined. Therefore, it is not necessarily related to the quantity of data

submitted to the Bitstream sen'ice by the sender using the BITSTREAM.request

primitive. The optional Bitstream Data Loss Flag is derived from the VCDU Loss

Flag parameter received from the VCA sublayer.

5.3.8 VCLC PROTOCOL SPECIFICATION

5.3.8.1 VCLC PROTOCOL PROCEDURES

5.3.8.1.a The VCLC Protocol Procedures are composed of Encapsulation Procedures,

Multiplexing Procedures, and Bitstream Procedures.

5.3.8.1.1 ENCAPSULATION PROCEDURES

5.3.8.1.I.a The Encapsulation Procedures provide an "Encapsula_on Function" for the

E_UNITDATA.request service primitive, and a "De-Encapsulation Function"

for the E_UN'ITDATA.inNcation service primitive.

5.3.8.1.1.1 ENCAPSULATION FUNCTION

5.3.8.1.1.1.a The Encapsu!ation Function is used to encapsulate delimited, octet aligned

E_SDUs, which are passed to the VCLC sublayer with the

E_UNITDATA.r_uest. Any E_SDUs which exceed 65,536 octets in length

(or Project-specified maximum and minimum lengths that are less than 65,536

octets) are rejected by the Encapsulation Function. Each valid E_SDU is

encapsulated in an E_PDU. The E_SDU is placed unchanged into the User

Data field of the E_PDU (i.e., the CCSDS Packet).

5.3.8.1.1.1.b The Multiplexing Procedures transfer the E_PDU from the Encapsulation

Function to the De-Encapsulation Function at the destination VCLC sublayer

entity. The E_PDU and its VCDU-ID are submitted to the Multiplexing
Procedures via an internal VCLC interface. E_PDU header fields in the

CCSDS Packet, which are set by the Encapsulation Function, are the PCID

(i.e., the APID), the Sequence Count, and the Packet Length.

REVIEWDRAFT
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5.3.8.1.2.1.b

5.3.8.I.2.1.c

5.3.8.1.2.1.d

CCSDS 701.0-B.2
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DE.ENCAPSULATION FUNCTION

The De-Encapsulation Function is used to deliver E_SDUs to the destination

Encapsulation se_'ice user. The De-Encapsulation Function removes

E_SDUs, unchanged, from E PDUs received from the Muhiplexing Proce-

dures. The E_PDU PCID field is used, in conjunction with the VCDU_ID, to

identify the destination VCLC_SAP. The De-Encapsulation Function utilizes

the E_UNITDATA.indication primitive to deliver the E_SDUs to the

Encapsulation sen, ice user located at the VCLC_SAP. As an option, the De-

Encapsulation Function may check the Packet Sequence Count in the E_PDU

and notify the user of missing data via the E_SDU Data Loss parameter.

MULTIPLEXING PRO CEDURES

The .Mulfip]exing Procedures are composed of a "Muhiplexing Function" and

a "Demuhip]exing Function". The Multiplexing Function provides an internal

VCLC interface to :he Encapsulation Function and an .M_UNTI-DATA.request

service primitive interface to the VCLC user. The Demuhiplexing Function

provides an internal VCLC interface to the De-Encapsulation Function and an

M_UNITDATA.indicafion sen,ice primitive interface to the VCLC user.

MULTIPLEXLNG FUNCTION

The Multiplexing Function is used to multiplex E_PDUs and M_SDUs

together into an M_PDU for transfer. The E_PDUs are received from the

Encapsulation Procedures. The M_SDUs are received in

M_UN'ITDATA.request primitives.

The Muhiptexing Function construms separate M_PDUs for each VC as

identified by the VCDU-ID parameter. The M PDU is fixed length for any

VC: its length is specified by management tomatch the data-can'Ting space of

the VC_PDU.

M_PDUs are conswuctecl by concatenating E_PDUs and M_SDUs tote:her

until the maximum M_PDU length is exceeded. Any E_PDU or M_SDU

which exceeds the maximum M_PDU length is split, filling the M_PDU

comp]e_e]y, and starting a new M_PDU wi_h the rema.Jnder. Construction of
the next M_PDU continues with the concatenation of E PDUs and M_SDUs

until it o,.'e_ows.

An M_PDU "First Header Poimer" field is set by _he Muhip]exing Function to

indicate the location of the first octet of the first E_PDU or M_SDU header

occumng within _he data field of the M_PDU.
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5.3.8.1.2.1.e The Multiplexing Function may generate "fill" daza in the absence of

sufficient SDUs being supplied from the users above. The mechanism for

generating fill is to crea_e a Version-1 CCSDS Packet of appropriate length

for insertion imo the M_PDU which contains a PCID (i.e., APID) set to the

reserved "Fi]l Packet" value of %11 ones". The shortest Fill Packet is 7-octets

long (i.e., a 6-octet header plus 1-octet of fill data). If the area to be filled in an

M_PDU is less than 7-octets, then the Fill Packet will spill over into the

beNnning of the next M_PDU.

5.3.8.1.2.1.f The Multiplexing Function uses the sen'ices of the VCA sublayer. The Grade

of Service is defined by management for the VC being used.

5.3.8.1.2.2 DEMULTIPLEXING FUNCTION

5.3.8.1.2.2.a The Demulfiplexing Function is used to extract E_PDUs and M_SDUs from

M_PDUs, and to deliver them to either the De-Encapsulation Function or to

the Multiplexing service users.

5.3.8.1.2.2.b The M_PDU First Header Pointer field is used in conjunction with the Length

field of each data unit (i.e., CCSDS Packet) contained within the M_PDU to

provide the delimiting information needed to extract the data unit. If the last

data unit removed from the M_PDU is incomplete, the Demuhiplexing

Function retrieves its remainder from the beginning of the next M_PDU

received on the same VC. The M_PDU First Header Pointer in the next

M_PDU is used to dexermine the length of the remainder, and hence the

be_nning of the next dam unit to be extracted.

5.3.8.1.2.2.c If the calculated location of the be_nning of the fa.rst M_SDU or E_PDU is

not consistent with the location indicated by the M_PDU First Header Pointer,

the Demultiplexing Function shall assume that the First Header Pointer is

correct, and shall continue the demul_plexing based on that assumption.

5.3.&l.2.2.d Incomplete M_SDUs or E_PDUs are not required to be delivered in cross

support situations

5.3.8.1.2.2.e Extracted data units are delivered to the De-Encapsulation Procedures or to

the Muhiplexing Se_'ice users on the basis of the PCID field in their header.

5.3.8.1.2.2.f

¢"-r'¢'m¢ -B3 9._-2

Data units with PCIDs reseB'ed for Encapsu]ation se_'ice users are delivered

to the De-Encapsulation Procedures across a local VCLC interface. The

Demulfiplexing function does not check the sequence of uhe E_PDUs prior to

deliver>,.

REVIEWDRAFT
Page 5-25 October 1992



CCSDSRECOMMENDATIONFORADV.&\'CEDORBITINGSYSTEMS

5.3.8.1.2.2.g

5.3.8.1.2.2.h

5.3.8.1.3

5.3.8.1.3.a

5.3.8.1.3.1.b

5.3.8.1.3.1.c

5.3.8.1.3.1.d

ORdiNAL F:_f.. IS
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Data units which have user PCIDs are delivered, with a

M_Ub,-ITDATA.indication, to the .Multiplexing service user identified by the

combination of the PCID and the VCDU-ID. The Demuhiplexing function

does not check the sequence of the M_SDUs prior to delivery.

Data units with the reserved PCIDs indicating a Fill Packet are discarded.

BITSTREAM PROCEDURES

The Bitstream Procedures provide a "B_PDU Construction Function" for the

Bitstream seN,ice request primitive, and a "Bitstream Extraction Function" for

the Bitsn-eam service indication primitive.

B PDU CONSTRUCTION FUNCTION
m

The B_PDU Consn-uction Function is used to fill the data field of the B_PDU

with the Bitsn-eam Data supplied in BITSTREAM.request primitives. Each

B PDU contains data for only one VC, identified by the VCDU-ID parameter.

Each bit is placed sequentially, and unchanged, into the B_PDU data field.

The B_PDU is fixed length for any VC: its length is specified by management

to match the data-carD'ing space of the VC_PDU. When the Bitstream Data

have fil]ed one particular B_PDU, the continuation of the Bitstream Data is

placed in the next B_PDU on the same VC.

If, due to the constraints of the PDU release algorithm, a B_PDU is not

completely filled by Bitstream Data at release time, the B_PDU Consmaction

Function will fill the remainder of the B_PDU with a locally-specified fill

pattern. The boundary between the end of the valid user data and the

be_nning of the fi]l data is indicated by' setting a "Bits_-eam Data Pointer" in

the B_PDU header.

The B_PDU Consm0ction Function uses the services of the VCA sublayer for

data n'ansfer. The choice of the Grade of Se_'ice is defined by management

for Lhe VC being used.

BITSTREAM EXTRACTION FUNCTION

The Bitstream Extraction Function is used to extract Bitsn'eam Data from

B_PDUs. The B_PDU is the SDU parameter received from the VCA sublayer.
The extracted BJtszream Data are delivered _o the Bitstream seN'ice user

identified by, _he VCDU-]D parame;er. Any,/511 data inserted by the B_PDU

Consnmc:ion Function are removed and discarded prior to delivery, using the
Bitsn'eam Da_a Poinmr infon-nafion.

_ , ' _i_ _'-1_ _,_..
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5.3.8.1.3.2.b The Bitstream Extraction function may optionally pass a Bitstream Data Loss

Flag to the user of the Bitstream service as a parameter; the flag is derived

from the VCDU Loss Flag received from the VCA sub]ayer.

5.3.1.8.3.2. c If used, the Bitstream Data Loss Flag may be set to value "1" to indicate to

the user that an indeterminate amount of data may have been lost between

the instance of the BITSTREAM.indicafion primitive with which the Flag is

associated and the previous instance of the BITSTREAM. indication

primitive.

5.3.8.2 STRUCTURE AND ENCODING OF VCLC PDUs

5.3.8.2.a The VCLC_PDU may be either a Multiplexing PDU (M_PDU) or a Bitstream

PDU (B_PDU). The M_PDU may contain Encapsulation PDUs (E_PDUs).

5.3.8.2. I FORMAT OF THE ENCAPSU'LATION PROTOCOL DATA UNIT

5.3.8.2.1.a The Encapsulation Procedures accept variable length, delimited, octet aligned

E_SDUs from the Encapsulation sen'ice interface and encapsulates each of

them within a variable length Encapsulation Protocol Data Unit (E_PDU). The

E_PDU uses the format of the Version-1 CCSDS Packet. Its structure is shown

in Figure 5-4.

PACKET

IDENTIFICATION

VERSION T SEC.
No. Y HDR.

P FLAG
E

r nlMARY HEADER ,.--

1 1

2
OCTETS

APPLIC.
PROCESS

ID OR
PACKET

CHANNEL
ID

11

PACKET
SEOUENCE
CONTROL

SEOUENCE:
FLAGS

PACKET
SEQUENCE

COUNT

PACKET
LENGTH

('n" -I) E_PDU DATA
FIELD

(ONE E_SDU)

2 14

2
OCTETS

2
OCTETS "n'-OCTETS

Figure 5-4: Encapsulation Protocol Data Unit
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5.3.8.2.1.b

5.3.8.2.1.1

5.3.8.2.1.I.a

5.3.8.2.1.4

5.3.8.2.1A.a

5.3.8.2.1.4.b

¢_°_1._.c

5.3.8.2.1.4.c

The utilization of the fields whhin the E_PDU is as fol/ows.

VERSION (Bits 0 through 2)

The three Version bits shall be set to value "000", indicating a Version-1

CCSDS Packet.

TYPE (Bit 3)

The Type bit is not used. It may be set to value "0" or "1" at the discretion of

the Project organization.

SECONDARY HEADER FLAG (Bit 4)

No requirements have been identified for a Seconda"y Header in the E_PDU.
This bit shall be set to value "0".

APPLICATION PROCESS IDIPACKET CHANNEL ID (Bits 5

through 15)

This 11-bit fie]d identifies the Packet Channel that is being used for the flow

of encapsulated data.

When the E_SDU contained in the User Data field of the Packet is an ISO

8473 Internet packet, this field shall be set to the reserved Packet Channel
value of "all ones minus one".

The assignment of other reserved values of this fie]d (see TaMe 5-4) for use

by the Encapsulation see'ice are an item for potentiM future extension of this
document.

SEQUENCE FLAGS (Bits 16,17)

No requirements for segmemation of E_SDUs by the E_PDU have been

idend_ed. These two bits shall therefore be set to value "11"

ORIGINAL PA@E IS

OF POOR QUALITY
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PACKET SEQUENCE COUNT (Bits I8 through 3I)

This 14-bh field shall contain a sgaight sequential count (modulo 16384)

v/hich numbers each E_PDU generated on each reserved Packet Channel. The

count shall be incremented independently for each Packet Channel. I-f----_e

C2;.:,e. "_"

PACKET LENGTH (Bits 32 through 47)

This field contains a sequential 16-bit binary count "C" of the length (in

octets) of the E_PDU excluding the Primary Header. The field is a count of

the total number of octets which occur in the E_PDU after the last bit of the

Primary Header, expressed as follows:.

C = { (number of octets)- 1 }

E PDU DATA FIELD

This field contains one E_SDU, ',,,'hose length must be an integer number of

octets up to a maximum of 65,536.

5.3.8.2.2 FORMAT OF THE MULTIPLEXLNG PROTOCOL DATA UNIT

5.3.8.2.2.a

5.3.8.2.2.b

5.3.8.2.2.c

5.3.8.2.2.d

The Muhip]exing Procedures accept CCSDS Packets (E_PDUs or M_SDUs)

respectively from the Encapsulation Procedures and the Multiplexing service

interface, and multip]exes them into the Multiplexing Protocol Data Unit

(M_PDU).

The length of the M_PDU is fixed by management for any particular Virtual

Channel, since it is required to fit exactly within the fixed length data space of

the VC_PDU. Necessarily, the length of M_PDUs interfacing with a VCA

service which supports the Insert or SLAP procedures must take into account

the fixed length of the optional Insert and/or the optional SLAP protocol conn-ol

information. Once the various length parameters have been set by management,

they are static.

The format of :he M_PDU, which consists of an M_PDU Header followed by

an M_PDU Packet Zone, is shown in Figure 5-5.

The utilization of the fields within the M_PDU is as follows:

12_.;:-,,,+,',+..... ++,'._,G_I$
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M_PDU HEADER

SPARE

(s)

FIRST
HEADER
POINTER

(11)

END OF
PREVIOUS

CCSDS
PACKET

#k

t4 PDU PACKET ZONE
J

CCSDS

PACKET
#k+l

CCSDS
PACKET

#m

START OF
CCSDS
PACKET

#m÷l

Figure 5-5: Multiplexing Protocol Data Unit, M_PDU

5.3.8.2.2.1

5.3.8.2.2.1.a

5.3.8.2.2.2

5.3.8.2.2.2.a

5.3.8.2.2.2.b

5.3.8.2.2.2.c

5.3.8.2.2.2.d

CCSDS 701.0-3-2

I

SPARE (Bits 0-4)

This five bit field is currently undefined by CCSDS: by convention, it shall
therefore be set to the reserved value of "00000".

FIRST HEADER POINTER (Bits 5-15)

The purpose of the First Header Pointer field is to facilitate delimiting of

variable-length SDUs contained within the M_PDU Packet Zone, by pointing

directly to a known reference location whthin the In-st SDU from which its

length may be determined. The SDUs within the M_PDU may be either

E_PDUs or M SDUs, both of which are formatted as Version-1 CCSDS

Packets.

Length delimiting is used to determine where the boundaries of the CCSDS

Packets occur within the M_PDU Packet Zone. Packets may "spill over" into

the Packet Zone of the next consecutive M_PDU on a particular Virtual

Channel.

This 11-bit field contains a binary count "P" (modulo 2048) which, when

incremented by "1", points directly to the number of the octet within the

M_PDU Packet Zone (starting at octet number one, which begins at the first

bit of the Packet Zone) that contains the first octet of the fh-st CCSDS Packet

header. The count "P" is expressed as:

P = { (Number of the octet)- 1 }

If the M_PDU Packet Zone con:tins CCSDS Packet data but no Packet header

exists within the Zone, the First Header Pointer sha21 _ set _o value "all ones".

This sh_uafion may occur if a long Packet spills over across more than one

M_PDU.

R[VI[ I/I)R/IFI
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5.3.8.2.2.2.e

5.3.8.2.2.2.f

5.3.8.2.2.2.g

5.3.8.2.2.2.h

5.3.8.2.2.3.b

If the M_PDU Packet Zone does not contain any valid user data (i.e., it

contains a fill pattern) the First Header Pointer shah be set to value "all ones

minus ode".

Since CCSDS Packets may start at any octet boundary within the M_PDU

Packet Zone, it is possible that a Packet header may be split between

successive M_PDUs on one Virtual Channel. The rules for handling this

situation are as follows:

if the first CCSDS Packet header starts at the end of the Packet Zone

whhin M_PDU (x) and spills over into M_PDU (x+l) on that Virtual

Channel, the First Header Pointer in M_PDU (x) shall be set to indicate

the start of this Packet header;,

if any CCSDS Packet header is split between M_PDUs (x) and (x+l) on

that Virtual Channel the First Header Pointer in M_PDU (x+l) ignores

the residue of the split Packet Header, and shall only be set to indicate the

start of any subsequent new CCSDS Packet header within M_PDU (x+l).

M PDU PACKET ZONE (integral number of octets)

The M_PDU Packet Zone is a fixed number of octets in length and contains

the variable length E_PDUs or M_SDUs, formatted as Version-1 CCSDS

Packets. The first and last Packets of the M_PDU are not necessarily

complete, since the fbst CCSDS Packet may be a continuation of a Packet

begun in the previous M_PDU and the last CCSDS Packet may continue in

the subsequent M_PDU.

In the event that it is necessary to insert a "fill" Packet, a Version-1 CCSDS

Packet of appropriate length shall be generated which has the following

characteristics:

Version:

Type:

Sec. Header Hag:

APID:

Sequence Hags:

Sequence Count:

Packet Length:

User Data Field:

t_000tt

Not used; set to either "0" or "1 ".

"0 *t

"All ones"

"11" (unsegmented)
"All zeroes"

The value of this field is a binary count of the exact

number of octets in the User Data Field of the Fill

Packet, minus one.

A Project-specified fill pauern, which must be an

i.megra] number of octets, shall be inserted.

REVIEW RAFT
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5.3.8.2.3.b

5.3.8.2.3.c

FORMAT OF THE BITSTREAM PROTOCOL DATA UNIT

The Bitstream Procedures accept Bitstream Data from the Bitstream service

interface and generate the Bitstream Protocol Data Unit (B_PDU).

The length of the B_PDU is fixed by management for any particular Virtual

Channel, since it is required to fit exactly within the fixed length data space of

the VC PDU. Necessarily, the length of B_PDUs interfacing with a VCA

service which supports the Insert or SLAP procedures must take into account

the fixed length of the Insert, SLAP protocol control information, and Reed-

Solomon check symbols field if the associated options are selected. Once the

various length parameters have been set by management, they are static.

The format of the B_PDU, which consists of a B_PDU Header followed by a

B_PDU Bitstream Data Zone, is shown in Figure 5-6.

B_PDU HEADER

SPARE

C2)

BITSTREAM
DATA

POINTER
B_PDU BITSTREAM DATA ZONE

4,

Figure 5-6: Bitstream Protocol Data Unit, B_PDU

5.3.8.2.3.d

5.3.8.2.3.1

5.3.8.2.3.1.a

OF POOR QUALglP/

CCSDS 70].0-B-2

I

The utilization of the fields within the B_PDU is as follows:

SPARE (Bits 0,1)

This field is currently undefined by CCSDS: by convention, it shall therefore
be set to the reserved value of "00".

BITSTREAM DATA POINTER (Bits 2-15)

Recognizing that it may be necessary to insert fitl data if a.n insufficient

number of Bitstream Data bits have been received before a B_PDU is released

for transmission, the Bi_stream Da_a Pointer indicates the location of _he last

valid user data bit within B_PDU Bi:stream Da_a Zone (i.e., the boundary

between user data and any inserled fill).

,blf ,*" " 7,
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5.3.8.2.3.2.b

5.3.8.2.3.2.c

5.3.8.2.3.2.d

This 14-bit field contains a binary count "B" (modulo 16384) which, ,,,,,'hen

incremented by "l ", points directly to the number of the last valid user data bit

within the B_PDU Bitstream Data Zone (starting at bit number one, which is

the f_st bit within the Bitstream Data Zone). The count "B" is expressed as:

B = { (Number of the bit)- 1 }

If there are no fill data in the Bitstream Data Zone (i.e., the B_PDU contains

only valid user data), the Bhstream Data Pointer shall be set to the value "all

ones".

If there are no valid user data in the Bitstream Data Zone (i.e., the B_PDU

contains only fill), the Bhstream Data Pointer shall be set to the value "all

ones minus "one .

B PDU BITSTREAM DATA ZONE

The Bitstream Data Zone contains either a fixed length block of the user

Bitstream Data (possibly terminated with fill data at a location delimited by

the Bitstream Data Pointer), or a fixed length Project-specified fill pattern.

5.4

5.4.1

5.4.1.a

VIRTUAL CHANNEL ACCESS SUB LAYER

OVERVIEW

This section contains the service and protocol specifications for the Virtual Channel

Access sublayer. The VCA sublayer performs time division multiplexing between

the asynchronous VCLC sub]ayer and the synchronous Physical Channel layer.

LNTERNAL ORGANIZATION OF THE VCA SUBLAYER

OF _'OO_ QUALITY
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S.4.2.a

5.4.2.b

5.4.2.c

The addressing mechanism at the Virtual Channel Data Unit and

VCA UNITDA TA service interfaces to the VCA sublayer is the CCSDS Virtual

Channel identified by the VCDU_ID, which is a concatenation of Spacecraft ID

and Virtual Channel ID. The VCDU-IDs are bound by management at the

transmitting end of a data link to one or more PCA_PDUs. Although

muln'casting of a virtual channel through muln'ple PCA_PDUs is permitted if the

VCDU size is the same for all of the relevant PCA_PDUs and Insert service is not

present in any of those PCA_PDUs, multiplexing of a virtual channel across

multiple PCA_PDUs is forbidden.

The addressing mechanism at the Insert sere'ice interface to the VCA sublayer is
the LinkID.

The internal organization of the VCA Sublzyer is shown in Figure 5-7.

5.4.3 VCASERVICES PROVIDED

5.4.3.a The VCA Sublayer provides three services:

5.4.3.b a "VCA_UNITDATA sen'ice" provides transfer of VCA_SDUs across the

Physical Channel. The user of the VCA_UNITDATA service is either the

VCLC sublayer, or the Virtual Channel Access Service. Internal to the VCA

sublayer, an option exists to transfer VCA_SDUs across the Physical Channel

using a retransmission control procedure known as a "Space Link ARQ

Procedure" (SLAP);

5.4.3.e an "Insert service" may be used at low transmitted data rates (see Reference [8]

{--9.]) to provide isochronous transfer of fixed length IN SDUs across the

Physical Channel. The Insert sen,ice concurrently uses the same VCs as the

other se_'ices;

5.4.3.d a "Virtual Channel Data Unit se_'ice" provides transfer of user-generated

validated VC PDUs (VCDUs or CVCDUs) across the Physical Channel.

5.4.3.e In view of complex interactions ',_'i_h internal VCA error control, the Virtual

Channel Data Unit se_'ice and Insert se_ice shall not be simultaneously active on a

particular Physical Channel.

5.4.3.f The types of dam _-ar, sfer service that are supponeA are as fo!lows:

5.4.3.g

CCSD$ 701.0-B-2

a VCA_SDU an&"or an ]N_SDU may be _ansferred usSng a VC_PDU which

does not incorporaie Reed-Solomon coding (i.e., a VCDU), thus providing SLS
"Grade-3" service. The VCA_SDU may not be an M_PDU if Grade-3 service is

used; 04_:. ,

I ":%ri
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"VIRTUAL

CHANNEL
DATA UNIT
SEF VICE"

VCDU/CVCDU,
VCDU-ID

"INSERT "VIRTUAL _....... "_
SERVICE" CHANNEL _ VCLC

ACCESS _ SUBLAYER

SERVICE"

[

IN_SDU,
Llnk-ID

VCA_UNITDATA
SERVICE

VC_PDU,

VCA_SDU,
VCDU-ID

I SLAP _SDU = VCA_SDUVCDU-ID

SLAP ] (GRADE-1 VC
PROCEDURES ]

I SLAP_PDU,VCDU-ID

L VIRTUAL CH_.kNNEL F_F_OCEDURE S ]

[ PHYSICAL CHANNEL

CHANNELACCESSPROCEDURES ]

PCA_PDU,
PHYSICAL CHANNEL

(GRADE-2J3

VC)

VCA SUBLAYER
ram=

CHANNEL B ITS_II_"
PHYSICAL CHANNEL SERVICE

PHYSICAL CHANNEL

Figure 5.7: Internal Organization of the VCA Sublayer

5.4.3.h

5.4.3.i

5.4.3.j

a VCA_SDU and/or an LN_SDU may be transferred using a VC_PDU which

incorporates Reed-Solomon coding (i.e., a CVCDU), thus providing SLS

"Grade-2" service;

a VCA_SDU may be transferred using a VC_PDU a'hich incorporates Reed-

Solomon coding plus the SLAP retransmission prmoco], thus providing SLS

"Grade- 1" service;

a user-generated VC_PDU may be transferred which itself in_ema]ly supports

either Grade-l, Grade-2 or Grade-3 service across _he SLS.

REVI   'DRAFT
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5.4.4.b

VCA SERVICES ASSUMED FROM THE PHYSICAL CHANNEL LAYER

The "Physical Channel Service" required from the Physical Channel layer is the

capability to transfer channel bits from point to point or point to multipoint across

the Space Link Subnet. Multiplexing of a VCA service across multiple Physical

Channels is not permi:ted, though this does not preclude the multicasting of a

Virtual Channel over multiple Physical Channels.

The sea, ice primitives are:

PC UNITDATA.request
m

PC UNITDATA.indication

(channel bit)

(channel bit)

VCA SERVICES ASSUMED FROM THE LOCAL ENVIRONMENT

The services assumed from the local environment are unspecified.

5.4.6 VCA SERVICE LNTERFACE SPECIFICATION

5.4.6.a.. This section specifies the services provided by the CCSDS V_ual Channel Access

sublayer. The services described do not imply any particular implementation.

5.4.6.1 OVERVIEW OF LNTERACTIONS

5.4.6.1.1 VCA UNITDATA SERVICE
N

5.4.6.1.1.a This service is used by the VCA sublayer user (i.e., the VCLC sublayer or the

Virtual Channel Access Service) to transfer VCA_SDUs across the Space Link

Subnet. The VCA sublayer user accesses the sub]ayer at the VCAmSAP

identified by the VCDU-ID. The VCA sublayer entity, constructs VC_PDUs

(VCDUs or CVCDUs) from VCA_SDUs, optionally (if Grade-1 service is

requested) invoking the intern,_l SLAP procedures to add ",.he SLAP protocol. It

serializes the VC_PDUs, delimits them using Synchronization Markers, and

transmits them using the services of the Physical Channel layer.

5.4.6.1.1.b The service primitives associated with this service a-e:

VCA_UNITDATA.request
VCA UNITDATA.indication

5.4.6.1.1.c The \:CA UNITDATA.request primitive is passed to the Virtual Channel

Access sublayer to request that a VCA_SDU be sent.

DRAFT
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5.4.6.1.1.d The \:CA_UNITDATA.indication pfimiHve is passed from the Virtual Channel

Access sublayer to indicam the arrival of a VCA_SDU.

5.4.6.1.2 INSERT SERVICE

5.4.6.1.2.a This service is used to transfer isochronous Insert SDUs CIN_SDUs) by carD'ing

them within an Insert field that is placed into every transmitted VC_PDU. The

presence/absence and length of the Insert field is set by management. The

service requires isochronous IN_SDUs to be of fixed length on all Virtual

Channels; their length may be of any constant value which is an integral number

of octets, between 1 octet and the maximum length of the data-carrying space of

the VC_PDU.

5.4.6.1.2.b There are two service primitives associated with this service:

INSERT.request

INSERT.indication

5.4.6.1.2.c The INSERT.request primitive is passed to the VCA sublayer to request that an

IN_SDU be sent.

5.4.6.1.2.d The INSERT.indication is used by the VCA sublayer to indicate the arrival of

an LN_S DU,

5.4.6.1.3 VIRTUAL CHANNEL DATA UNIT SERVICE

5.4.6.1.3.a This service is used by a trusted VCA sublayer user (i.e., an independent VCA

sublayer entity which has been certified during the design process to meet

Project-specified reliability and safety criteria) to transfer preformaned VCDUs

or CVCDUs across the Space Link Subnet. The trusted \:CA sublayer user

accesses the VCA sublayer at the VCA_SAP identified by the VCDU-ID; this

SAP is bound by management to use the same Physical Channel service as the

VCA sub]ayer. The VCA sublayer multiplexes the user-generated VC_PDUs

(VCDUs/CVCDUs) with the VCDUs/CVCDUs generated by itself, delimits

them using Synchronization Markers, and transmits them using the sen'ices of

the Ph.vsicrd Channel Layer.

5.4.6.1.3.b The seN,ice primitives associated with this sen, ice are:

VCA VCDU.request
m

VCA VCDU.indication

5.4.6.1.3.c

OF i;_,O,:_ QI.IALITY

The VCA_VCDU.request prirr'_:ive is passed _o the Vir:,ua.1 Channel Access

sublaver by the trusted sublayer user to request that a VCDU or CVCDU be

sent.
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5.4.6.1.3.d The VCA_VCDU.indication primitive is passed from the Virtual Channel

Access sublayer to the trusted sublayer user to indicate the arrival ofa VCDU or
CVCDU.

5.4.6.2 VCA SERVICE PRIMITIVE PARAMETERS

5.4.6.2.a The parameters for the VCA primhives are described below. Unique uses of these

parameters by any primitive are described in the Additional Comments section in

the detailed description of that primitive.

5.4.6.2.b VCA SDU VCA Service Data Unit. A VCA_SDU is the service data unit

passed to and from users of the VCA_UNITDATA service on a

particular VC.

5.4.5.2.c LN SDU The Insert Se_'ice Data Unit. An IN_SDU is the service data unit

passed to and from users of the Insert service on all VCs. An

IN SDU is an isochronous, octet aligned da:a unit of fixed length.

Its length at the request (source) interface is always equal to its

length at the indication (destination) interface.

5.4.6.2.d SLAP SDU The SLAP Se_'ice Data Unit. A SLAP_SDU is a special instance

of a VCA_SDU, passed to and from users of the

VCA_UNITDATA se_'ice on a VC which has been assigned by

management to support SLS Grade-1 service.

5.4.6.2.e VCDU/

CVCDU

Virtual Channel Data Unht or Coded V_ual Channel Data Unit.

Within the Virtual Channel Data Unit service, a VCDU/CVCDU

is the se_,ice data unit which is passed between trusted peer VCA

sublayer entities.

5.4.6.2.f VCDU-ID Vmual Channel Data Unit Identifier. The VCDU-ID consists of a

concatenation of the Spacecraft Identifier (SCID) and the Virtual

Channel Identifier (VCID). It identifies the VCA_SAP and

therefore the SLS Grade of SeN'ice (Grade- 1, Grade-2 or Grade-3)

associaed with the =ansfer.

5.4.6.2.g LinklD The LinktD gggD is used by the Insert service to identify, the

PCA_PDU that contains the sn-eam of VC_PDUs which carry, the

IN_SDUs. No:e that a s'ream of \:C_PDUs contained in a

PCA_PDU may include may be ider+:ified-_" more than one SCID.

5.£6.2.h _t "/-" 1"_ l :

Jb..,v .._

\,'/"_ DI'AI L- ].,_e- 1..,==_ !.,.-_r-_
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5.4.6.2.h VCDU

Loss

Flag

The VCDU Loss Flag is used to notify the user at the destination

end of a VCA service that a sequence discontinuity has been

detected and that one or more VC_PDUs has been lost. The

VCDU Loss Flag is mandatory (in contrast to similar flags

provided by the Encapsulation and Bitstream services) in

recognition of its importance in the Multiplexing and Bitstream

procedures of the VCLC layer.

5.4.7 DETAILED VCA SERVICE SPECIFICATIONS

5.4.7.a This section describes in detail the primitives and parameters associated with the

VCA_UNITDATA service, the Insert service, and the Vh'tuzl Channel Data Unit

se_dce.

5.4.7.b The parameters, which are specified in an abstract sense, specify the information to

be made available :o the receiving entity. A specif]c implementation is not

constrzJneA in the method of making this information avMlable.

5.4.7.1 VCA_UNITDATA.request

5.4.7.1.a Function

This primkive is the service request primitive for the VCA_UNq'I'DATA service.

5.4.7.1.b Semantics

The primitive sh'dl provide parameters _s follows:

VCA_UNITDATA.request (VCA_SDU,

VCDU-ID)

5.4.7.1.c When generated

This primAfive is passed to the VCA sublayer to request it to send the VCA_SDU.

5.4.7.1.d Effect On Receipt

Receipt of this primitive causes the VCA sublayer to a:tempt to send the
VCA_SDU.

5.4.7.1.e Additional commen:s

.N,'On e.



5.4.7.2.b

5.4.7.2.c

5.4.7.2.d

5.4.7.2.e

CCSDS RECO_EVI:ENDATION FOR ADVANCED ORBITING S YSTEMS

VCA UNITDATA.indication

Function

This primitive is the service indication primitive for the VCA_UNITDATA
service.

Semantics

The primitive shall provide pz.rzmeters as fol]ows:

VCA_U'N'lTDATA.indication (VCA_SDU,

VCDU-ID,

VCDU Loss Flag)

When Generated

This primitive is passed from the VCA sublayer to the VCA sublayer user to

indicate the arrival of a VCA_SDU.

Effect on Receipt

The effect of receipt of this primitive by the VCLC layer is described in Section

5.3

Additional Comments

The VCDU Loss Flag is used to signal a detected discontinuity in the sequence

of VC_PDUs to the VCA sublayer user.

LNSERT. request

Function

Th:s primit:ve is the service request prim]ti',,e for the Insert se_,ice.

REVIEWDRAFT



5.4.7.3.b

5.4.7.3.c

5.4.7.3.d

5.4.7.3.e

5.4.7.4.b

5.4.7.4.c

5.4.7.4.d

CCSDS RECO._LktF_",'DAT]ON FOR ADV._NCED ORBI'I'_G SYSTEMS

Semantics

The primitive shall provide parameters zs follows:

INSERT.request (IN_SDU,
C g" T'T_ f ,.'V_

La'nkID)

When generated

This primitive is passed to the VCA sublayer to request it to send the IN_SDU.

Effect On Receipt

Receipt of this primitive causes the VCA sublayer to attempt to send the IN_SDU.

AddJtionz.1 comments

The LinklD indicates cc, rr_e,_ _,,_: .... that the IN SDU must be inserted into all

VC_PDUs. The Insert se_,ice and the Virtual Channel Data Unit se_,ice are

mutually exclusive on a particular Physical Channel.

L-NSERT.indication

Function

This pri.mitive is the se_qce indication primitive for the Insert service.

Semantics

The primitive shz).l provide parameters zs follows:

E"_SERT.indication (IN_SDU,

cc, rr_r,_ LinklD,

\:c,_+ _ r _,, _=g r_-. _ VCDU Loss Flag)

W'hen Generated

This primitive is passed from the VCA sub]ayer to the Insert se_'ice user to

indicate the a_rrivz.l of an IN_SDU.

Effect on Receipt

The effect of receipt of this primitive by the Insert se_'ice user is not specified.

¢'_-,_',-,.-r 1 OO'_



5.4.7.4.e

5.4.7.5.b

5.4.7.5.c

5.4.7.5.d

5.4.7.5.e

5.4.7.6

5.4.7.6.a

CCSDS RECOMMENDATION FOR ADVANCED ORBITING SYSTEMS

Additional Comments

The LinklD _ parameter indicates that the LN_SDU was transferred in "all"

Virtual Channels. The cp:ior, M VCDU Loss Flag is may.be used to signal a

detected discontinuity in the sequence of VC_PDUs to the Insert service user.

VCA_VCDU.request

Function

This primitive is the service request primitive for the Virtual Channel Data Unit

service.

Semantics

The primitive shall provide parameters as follows:

VCA_VCDU.request (VCDU/CVCDU)-,

VCDU_ID)

When generated

This primitive is passed to the VCA subla.ver to request it to send the VCDU or
CVCDU.

Effect On Receipt

Receipt of this primitive causes the VCA sublayer to attempt to send the VCDU
or CVCDU.

Adddrional commems

The Virtual Channel Data Unit service and the Insert service are mutually

exclusive on a par-dcular Physical Channel.

VCA VCDU.indication
N

Function

This prJmidve is :be service indication primitive for the Virtual Channel Da:a
Unit seN'ice.

REVIEWBRAFT
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5.4.7.6.b

5.4.7.6.c

5.4.7.6.d

5.4.7.6.e

5.4.8.b

CCSDS RECO,_'IN_-NDATION FOR ADV,.,MNCED ORBITING SYSTEMS

Semantics

The pfimitiveshallprovidep_ametersasfollows:

VCA_VCDU.indication

When Generated

Cv'CDUICV CD U-)-,

VCDU_ID)

This primitive is passed from the VCA sublayer to the VCA sublayer user to

indicate the arrival of a VCDU or CVCDU.

Effect on Receipt

The effect of receipt of this primitive by the VCA sublayer user is not specified.

Addition'd Comments

None.

INTERNAL VCA iNTERFACE TO THE SLAP PROCEDURES

The SLAP procedures, although completely contained within the VCA sublayer, are

sufficiently complex and detailed that they are described separately in Section 6 of

this Recommendation. For this reason an unambiguous interface to the SLAP

procedures is defined here.

The architecture of the SLAP interfaces is shown in Figure 5-8.

VCA SUBLAYER USER

SLAP_SDU = VCA_SDU
VCDU-ID

SLAP
PROCEDURES

SLAP_PDU,
VCDU-ID

VCA_UNITDATA SERVICE

REVIEWDRAF]
FigureS-8: InternaI VCA Interfaces With the SLAP
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5.4.8.c

5.4.8.d

5.4.8.1

5.4.8.1.1

5.4.8.1.1.a

5.4.8.1.1.b

5.4.8.1.1.c

5.4.8.1.1.d

5.4.8.1.1.e

Thesere'icesassumedfrom theSLAPconsistof theprimitives:

SLAP_DATA.request
SLAP DATA.indication

Servicespresentedto the SLAP are thoseof the VCA subIayer,and at the VCA
service interface consist of the pr_rrfitives:

VCA_UNITDATA.request
VCA UNITDATA.indication

SERVICES ASSUMED FROM THE SLAP SUBLAYER

SLAP_DATA.request

Function

This primitive is the service request primitive for the SLAP seN,ice.

Semantics

The primitive shz]l provide parameters as follows:

SLAP_DATA.request (SLAPSDU,

VCDU-ID)

When generated

This primitive is passed to the SLAP sublayer to send the SLAP_SDU.

Effect On Receipt

Receipt of this primitive causes the SLAP sublayer to send the SLAP_SDU.

Additional comments

The SLAP_SDU is the VCA_SDU on a VC assigned by, management to support

SLS Grade-1 service. The SLAP_SAP is defined by the VCDU-ID.

SLAP DATA.indication

REVIEWDRAFT
This primitive is the service indication primitive for the SLAP se_'ice.



5.4.8.1.2.b

5.4.8.1.2.c

5.4.8.1.2.d

5.4.8.1.2.e

CCSDSRECOM_ENDATIONFORADVANCEDORBI-/qNGSYSTEMS

Semantics

Theprimitive shallprovideparametersasfollows:

SLAP_DATA.indication

WhenGenerated

(SLAP_SDU,

VCDU-ID)

This primitive is passed from the SLAP to the VCA sublayer user on a

particular Grade-1 VC to indicate the arrival ofa SLAP_SDU.

Effect on Receipt

The effect of receipt of this primitive by the VCA sublayer user is unsp_ified.

Additional Comments

The SLAP_SDU is the VCA_SDU on a VC assigned by management to support

SLS Grade-1 sen'ice. The SLAP_SAP is defined by the VCDU-ID.

SERVICES PRESENTED TO THE SLAP SUBLAYER

The services presented to the SLAP sublayer are those at the VCA_UN'ITDATA

service interface. The SLAP has its own numbering mechanism and is therefore

independent of the sequencing of VC PDUs.

5.4.9

5.4.9.1

5.4.9.1.a

5.4.9.1.b

5.4.9.1.c

VIRTUAL CHANNEL ACCESS PROTOCOL SPECIFICATION

VCA PROTOCOL PROCEDURES

The VCA sub]ayer is composed of three sets of protocol procedures: "SLAP

Procedures"; "V_ual Channel Procedures"; and "Channel Access Procedures".

The internal functional organization of the SLAP Procedures is described in

SecTion 6 of this Recommendation, and is therefore not discussed here.

The Vir-tual Channel Procedures and Channel Access Procedures are internally

organized lo support the functions i]]us_-a_ed in Figure 5-9.

OF" ......
REV!E iVDRAFT
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VIRTUAL CHANNEL DATA UNIT SERVICE

VCA_UNITDATA SERVICE

INSERT SERVICE

SLAP
PROCEDURES

VIRTUAL
CHANNEL
PROCEDURES

VCDU
ASSEMBLY
FUNCTION

SLAP

VCA_SDU
EXTRACTION

FUNCTION

CHANNELACCESS
PROCEDURES

FILL

GENERATION
FUNCTION

VCDU
COMMUTATION

FU N CTION

VC_PDU

ERROR CONTROL
ENCODING
FUNCTION

INSERT
INJECTION
FUNCTION

VCDU
DECOMMUTATION

FUNCTION

FILL
REMOVAL
FUNCTION

INSERT
EXTRACTION

FUNCTION

ERROR CONTROL
DECODING
FUNCTION

BIT TRANSITION GENERA TION BIT TRANSITION REMOV,4L

FUNCTION (OPT.) FUNCTION (IF NEEDED)

DELIMITING FUNCTION SYNCHRONIZATION FUNCTION

iPCA_PDU I PCA_PDU

I II II I llll_lll IIIII I II t II I I II I II III I I I I I II I I I I t I _ I tl I#t I_ I I t+ll_ I_1_ t l I I__ I ;I )J I III II J I I; I I I I I I II J I I I l II I IJ| II I l_ I_11 II J II I J I II 13l III |ll )II III III I I;I]11 II I I I; t I I _J I I I I J J I I ;I I II III 1111 !; I I II I I I I I I I I I I I JJ III I I II I II IIII II 1 III

[ PHYSICAL CHANN EL SERVICE ]

FigureS-9: VCAInternaIFunctionaIOrganization
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5.4.9.I.l.b

5.4.9.1.1.1.b

5.4.9.1.1.1.c

VIRTUAL CHANNEL PROCEDURES

The protocol dam unit of the Virtual Channel Procedures is the VC_PDU, which

is implemented using the CCSDS Virtual Channel Data Unit (VCDU) data

smacture. A VC_PDU is composed of a VCDU Primary Header, an optional

VCDU Insert Zone, a VCDU Data Unit Zone, and an optional VCDU Trailer.

The Virtual Channel Procedures accept service data units and build them into

VC_PDUs for transmission at the sending VCA sublayer entity, and extract and

deliver the service data units at the receiving VCA sublayer entity. The

procedures are composed of a "VCDU Assembly Function" and a "VCA SDU
Extraction Function".

VCDU ASSEMBLY FUNCTION

This function is used to build the structure and Primary, Header of the VCDUs

for transmission on each Virtual Channel, using VCA_SDUs (or SLAP PDUs

if the VC supports Grade-1 service) which are each received in a

VCA_UNITDATA.request primitive. There is one VCDU Assembly Function

per Virtual Channel.

VCDUs are assembled by placing a single VCA_SDU or SLAP_PDU,

unchanged, into the VCDU Data Unit Zone, and generating the VCDU

Primary Header fields. The length of the VCA_SDU or SLAP_PDU must be

equal to the length of the Data Unit zone for the Vi.r'tual Channel identified by
the VCDU-ID.

A VCDU-ID field is generated and placed into the Primary Header. A

sequential count is generated independently for each VC and placed into the

Primary Header.

VCA SDU EXTRACTION FUNCTION
m

This function extracts VCA_SDUs from the VCDUs, and delivers them on

individual Virtual Channels to users of the VCA_UNITDATA seN, ice at

VCA_SAPs defined by the VCDU-ID. An extracted VCA_SDU (which may,

for Grade-1 service, be a SLAP_PDU) is delivered in a

VCA_UNqTDATA.indication primitive. There is one VCA_SDU Extraction

Function per Visual Channel.

REVIEWDRAFT
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5.4.9.1.2.b

5.4.9.1.2.c

5.4.9.1.2.d

5.4.9.1.2.e

5.4.9.1.2.1.b

CHANNEL ACCESS PROCEDURES

The Channel Access Procedures provide the multiplexing functions necessary to

switch all of the individual Virtual Channels together for transmission across

one Physical Channel. They also provide the error control functions in support

of the different SLS Grades of Service, and the isochronous formatting

functions in support of the Insert se_,ice. There is one Channel Access

Procedural entity for each Physical Channel.

In support of Grade-l/2 service, a VC_PDU may be error protected, using the

Reed-Solomon encoding scheme, in which case it is transformed internally and

becomes a CCSDS Coded Vi_rrua.l Channel Data Unit (CVCDU) data structure.

The VC_PDUs are transmitted th.rough the Physical Channel as a serial string of

VCDUs and/or CVCDUs: the boundaries between them are delimited by

attaching a Synchronization Marker to each VCDU/CVCDU. One individual

VCDU/CVCDU, prefixed by its attached Synchronization Marker, is a CCSDS

Channel Access Data Unit (CADU).

The protocol data unit of the Channel Access Procedures is the PCA_PDU,

which is a serial stream of bits representing a continuous and contiguous stream

of CADUs. The PCA_PDU i; named by the LinkID.

The Channel Access Procedures are composed of ten internal functions: a

"VCDU Commutation Function"; a "Fill Generation Function"; an "Error

Control Encoding Function"; an "Insert Injection Function"; a "Delimiting

Function"; a "Synchronization Function"; an "Insert Extraction Func:ion"; an

"Error Control Decoding Function"; a "VCDU Decommutation Function"; and a
"Fill Removal Func:ion".

VCDU COMMUTATION FUNCTION

There is one VCDU Commutation entity for each Physical Channel in use.

The VCDU Commutation entizy generates a queue of VCDUs (received from
either the Virtual Channel Procedures or from the Virtual Channel Data Unit

sen, ice interface) for _',:msmission over zhe Physical Channel in an appropriate

order that is set by management. If necessary to prese_'e the continuity of the

transmitted s_eam, the VCDU Commutation Function reques:s "Fill" VCDUs
from the Fill Generazion Function.

The Virvaal Channel DaIa Unit seraice in_erface s'_ppons exlernally generated

VC PDUs: these may be either VCDUs or CkCDUs, as specified bv

management. They are passed in a VCA_VCDU.request pri_/tive. ",,_a,:_: ..

r t-'C. ,_-; ' ' ,'= /3

R[VIEWDRIIFT
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5.4.9.1.2.1.c

5.4.9.1.2.3.b

5.4.9.1.2.3.c

5.4.9.1.2.3.d

5.4.9.1.2.3.e

The algorithm 1o be used to order the VC_PDUs is not specified by CCSDS,

but is defined by Project organizations considering factors such as priority,

release rate, isochronous timing requirements, etc.

FILL GENERATION FUNCTION

In the event that there are no valid VC_PDUs available for transmission at a

release time that is established by the VCDU Commutation Function, this

function creates a Fill VCDU which has its VCID set to the reserved value of

"all ones".

ERROR CONTROLENCOD_GFUNCTION

Under control of management, three optional error control fields may be

generated by this function and added to the VCDU, in support of different

SLS Grades of Se_'ice:

a "VCDU Header Error Control" field may be added to the VCDU

Primary Header to protect key header data. This field is required in all

VC_PDUs associated with Grade-3 service, and in all VC_PDUs

associated with Grade-I/2 service where (1) the implementation of the

receiving system is such that the Primary Header must be processed prior

to Reed-Solomon decoding and/or (2) the Insert Zone is present in a

stream of VCDUs/CVCDUs which support mixed Grade-3 and Grade-I/2

service.

a cyclic redundancy code (CRC) "VCDU Error Control" field (using a

polynomial which covers the entire VCDU) may be inserted into the

VCDU Trailer. This field is required in all VC_PDUs associated with

Grade-3 service;

a block of "Reed-Solomon Check Symbols" may be appended to the end

of the VCDU, thus forming a CVCDU. This field is required in all

VC_PDUs associated with Grade-l/2 service.

Since VCDUs and CVCDUs are always of the same, fixed length in e-n a

particular PCA_PDU ,°_'"";"'_,,:.,,,.,-., c,;,,_,,,.,.,.,,.,,,the Data Unit Zone of a CVCDU is

shortened (relative :o a VCDU) by an amount equal to the length of the Reed-

Solomon check symbols.

REVIEWDRAFT
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5.4.9.1.2.3:

¢[_,4 _ "f "_ "2 4"
,J._r.j , a ,_.,,,/.¢_

5.4.9.1.2.4.b

5A.9.1.2.4.c

Externally generated VC_PDUs associated with the Virtual Channel Data

Unit Service will always bypass the Error Control Encoding Functions

specified in 5.4.9.1.2.3.b and 5.4.9.I.2.3.c. The Virtual Channel Data Unit

Service user must therefore ensure that the VC_PDUs contain an error

encoding option which conforms with that implemented by the supporting

SIS element(s). However, it is permissible for Virtual Channel Data Unit

service users to supply VCDUs to a supporting SLS element for conversion

to CVCDUs, providing that the user shortens their length to accommodate

the addition of the Reed-Solomon check symbols.

LNSERT INJECTION FUNCTION

When the optional Insert service is activated, a fixed length Insert Zone exists

in every VC_PDU (VCDU/CVCDU) that is transmitted in on a particular

PCA_PDU Ph"..'-ic-A Chz==e] (inc]uding Fill VC_PDUs). The Insert service

and Virtual Channel Data Unit service may not be activated simultaneously.

The IN_SDUs are timed to arrive at a constant interval that corresponds to the

release time of the VC PDUs onto the Physical Channel. The Insert Injection

function places the IN SDU, received in an INSERT.request primitive, into

the Insert Zone of the VC_PDU, prese_'ing octet alignment.

The Insert Lnjection function shall be performed before the CRC and/or Reed-

Solomon Error Control Encoding Functions.

BIT TRANSITIO.V GENERA TION FUNCTION (OPT.)

Adequate bit transition density must be ensured when the PCA_PDU is

modulated directly onto the space channel. Some modulation schemes

themseh'es provide the required transitions; however, if adequate bit

transitions do not exist, a random sequence shall be exclusively OR 'ed with

each bit of the CADU, exclusive of the Synchronization Marker. Such a

random sequence sh all be generated using the folio wing polynomial:

_(x) = x 8 + x 7 +.fi + x 3 +1

-,,a_#? .," _: .%,

REVIEW.DRAFT
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5.4.9.2.I.5.b This sequence repeats after 255 bits and the sequence generator is re-

initialized to an all-ones state during each Synchronization Marker period.

The first 40 bits of the pseudonoise sequence are shown below: the left-most

bit is the first bit of the sequence and is exclusively OR'ed with the first bit

of the VCDU or CVCDU.

111I 1111 0100 I000 0000 1110 1100 0000 100I 1010

5.4.9.2.1.5.c If an inner convolutionaI coding scheme is implemented with alternate

symbol in version, there is no requirement to add the bit transin'on generator

(but neither is it prohibited). Appropriate choice of a modulation technique

could also obviate the need for a transition generator. If the transition

generator is implemented, then management provisions must necessarily be

made to notify the receiving end of the link of its presence: the LinklD

provides this management associaHon.

5.4.9.1.2.6 DELIMITLNG FUNCTION

5.4.9.1.2.6.a VC_PDUs are submitted to the Delimiting Function at a data rate that is set by

management; their transmitted sequence is de_ermined by the VCDU

Commutation Function.

5.4.9.1.2.6.b The Delimiting Function creates the PCA_PDU, which is clocked out

synchronously at the transmitted bit rate of the Physiczl Channel, by prefixing

a Synchronization Marker to each VC_PDU and thus forming a continuous

and contiguous stream of CADUs. Each CADU occupies one synchronous

time slot on the Physical Channel.

5.4.9.1.2.6.c The PCA_PDU is submitted to the Physical Channel layer in the

PC_UNITDATA.request primitive.

5.4.9.1.2.7 SYNCHRONIZATION FUNCTION

5.4.9.1.2.7.a The PCA_PDU is received from the Physical Channel layer in a

PC_UNlTDATA.indication primitive. The Synchronization Function

determines _he boundaries of the fixed length VC_PDU by recognition of the

appended Synchronization Marker of the CADU. The Synchronization Marker

is discarded once synchronization to the VC_PDU boundaries has been

achieved.

5.4.9.1.2.8 BIT TRANSITION REMOVAL FUA'CTION (IF NEEDED)

5.4.9.1.2.8.a

ORIGINAL PAGE IS

OF PQOR QUAUTY

In the event that the optional Bit Transition Generation function was

performed by the transmitter, the Bit Transition Removal Function is

activated by the recci)'er (immediately after synchronization is achieved) to

reverse the randomizing polynomial

DCIiI[' I I D/t
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5.4.9.I.2.8.b

5.4.9.1.2.10.b

5.4.9.1.2.10.c

5.4.9.1.2.I0.d

5.4.9.1.2.10.e

The Bit Transition Removal Function is activated as needed under control

of management, i.e., the presence or absence of the randomizing sequence is

one of the managed parameters wMch is ascribed by a particular LinklD.

LNSERT EXTRACTION FUNCTION

When the optional Insert se_'ice is activated under control of management,

this function extracts the IN SDUs from the Insert Zones of the incoming

stream of VC_PDUs, regardless of theft" VCDU-ID, and delivers each of them

to the user of the Insert se_,ice in an INSERT.indication primitive. If error

protecrion of the IN_SDUs is not required, this function may be performed

prior to the Error Control Decoding Function.

ERROR CONTROL DECODING FUNCTION

The sequence in which the various components of the Error Control Decoding

Function are performed is set by management for a particular PCA_PDU

If the optional "VCDU Header Error Control" field is specified by

management to be present in the VC_PDUs, it is examined by this function to

attempt to correct the Primary Header control information. VC PDUs which

contain detected and uncorrectable header errors are not required to be

delivered in cross support situations.

If the optional "VCDU E_or Control" CRC field is specified by management

to be present in the Trailer field of the VC_PDUs, this funcron recomputes

the field and compares the two to determine if the VC_PDU contains a

detected error. The VC_PDU is not required to be delivered in cross support
situations ',,,'hen an error _s delected.

If management specifies that CVCDUs are present, this function decodes the

block of Reed Solomon check symbols to detect and correct errors occuring in

the VC_PDU. A VC_PDU containing detect_ and uncorrecmble errors is not

required _o be delivered in cross support situations.

Externa]]y-generaled VC_PDUs associated ai_h the Virtual Channel Data

Unit service use the Error Control Decoding Function only to the extent

necessary to ensure _he validiLv of their Prima:), Header routing information:

such VC_PDUs con:aining de_ecled and uncorrectab]e header errors are not

required to be delivered in cross suppo:t situations. .' >-,:,

OF PO01_ _"-. "_:

REVIEWIJRAFI



CCSDS RECOM}.{ENDATION FOR ADVANCED ORBITL"_G SYSTEMS

5.4.9.I.2.1I VCDU DECOMMUTATION FUNCTION

5.4.9.1.2.II.a This function examines the VCDU-ID in the incoming stream of VC_PDUs

and routes them to either the VCA_SDU Extraction Function, the Virtual

Channel Data Unit service interface, or the Fill Removal Function. At the

Virtual Channel Data Unit service interface, the VC_PDU is delivered in a

VCA_VCDU.indication primitive.

5.4.9.1.2.12 FILL REMOVAL FUNCTION

5.4.9.1.2.12.a This function recognizes "Fill" VCDUs by their unique VCID value of "all

ones", and discards them.

5.4.9.2 STRUCTURE AND ENCODING OF \:CA SUBLAYER PROTOCOL DATA

U'NITS

5.4.9.2.a The protocol data units of the VCA sublayer are the Virtual Channel Protocol

Data Unit (VC_PDU), the SLAP Protocol Data Unit (SLAP PDU) and the

Physical Channel Access Protocol Data Unit (PCA_PDU).

5.4.9.2.1 FORMAT OF THE VC PDU

5.4.9.2.1.a The VC_PDU is implemented using the CCSDS Virtual Channel Data Unit

(VCDU). A VCDU is composed of a VCDU Primary Header, an optional

VCDU Insert Zone, a VCDU Data Unit Zone, and a.n optional VCDU Trailer. In

support of Grade-l/2 Se_,ice, a block of Reed-Solomon check symbols is

internally appended to the VCDU to form a Coded Virtual Channel Data Unit

(CVCDU). The structural relationships between the VCDU and CVCDU are

shown in Figure 5-10.

5.4.9.2.1.b

5.4.9.2.1.c

Since the VCDU and CVCDU have the same fixed length in o._ a particular

PCA_PDU Ph_:_ica! Channel, the Data Unit Zone of a CVCDU is shortened to

accommodate the Reed-Solomon check symbols.

The detailed internal field allocation of the VCDU is shown in Figure 5-11.

ORIGI_AL PAC_ i3

OF PO0[_ QUALITY REVIEWDRAFT
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VIRTUAL CHANNEL DATA UNIT ........

VCDU

PRIMARY

HEADER

VCDU

INSERT

ZONE

(OPTIONAL)

VCDU
DATA UNIT

ZONE

VCDU

TRAILER

-,91 -- CODED VIRTUAL CHANNEL DATA UNIT

VCDU
PRIMARY
HEADER

VCDU

INSERT

ZONE
(OPTIONAL/

VCDU

DATA UNIT
ZONE

VCDU

TRAILER

(OPTIONAL)

REED-

SOLOMON

CHECK

SYMBOLS

5.4.9.2.1.1

5.4.9.2.1.1.a

Figure 5-i0: VCDU/CVCDU Structural Components

VCDU PRimARY HEADER

The VCDU Primary Header contains the following fields:

Field: Length (bits):

VERSION :N-UMBER

VCDU IDENTIFIER:

Spacecr'd't ID (8)

Virtual Channel 1:I3 (6)
VIRTUAL CHAN.-N_EL DATA UN/T COUNT'ER

SIGNALLING FIELD

Replay Flag (1)

Rese_,ed Spares (7)

VCDU HEADER ERROR CONrI'ROL (optional):

2

14

24

8

(16)

The total length of the VCDU Primary, Header is 48 or 64 bits, depending on

whether _he optional VCDU Header Error Control field is present.

t
VERSION NUMBER (Bits 0,1) OF'" £<'u._: _

"? r._ ':.:_e..
VCD" V J4, • :'::These two bits (whSch occupy the two most significant bits of the u ./1._:

Primary, Header) are rese_'ed for identification of the VCDU swucture. At

present two versions are recognized: ...,_,,._ . ,.. :., , . .

,_ _-.-:-_ _' - 2.., L'r W
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-41 VCDU PRIMARY HEADER

VERSION
NUMBER

VCDU
IDENTIFIER

(VCDU-ID)

SPACECRAFT

ID

VIRTUAL
CHANNEL

ID

VIRTUAL
CHANNEL
DATA UNIT
COUNTER

24

SIGNALLING
FIELD

REPLAY SPARE
FLAG

1 7

VCDU

HEADER
ERROR

CONTROL

(OPTIONAL)

(16)

A

2 OCTETS 3 OCTETS 1 OCTET (2 OCTETS)/
F

/ ......................................................................................./
VCDU

VCDU
INSERT
ZONE

(OPTIONAL)

VARIES

VCDU DATA UNIT ZONE

VARIES

TRAILER

(OPTIONAL)

OPER. VCDU
CTRL ERROR
FIELD CTRL

(OPT.) FIELD
(OPT.)

(,4) C2)
OCTETS OCTETS

CVCDU
REED-

SOLOMON
CHECK

SYMBOLS

(OPT_NAL)

VARIES

Figure 5-11: 'Virtual Channel Data Unit Format

5.4.9.2.1.1. l.b

5.4.9.2. l. 1.1.c

5.4.9.2.1.].].d

Version-1 (Bits 0,1 = "00"): identifies the CCSDS Telemetry Transfer

Frame, specilqe.d in Reference [2];

Version-2 (Bits 0,1 = "01 ")-identifies the CCSDS VL--tual Channel Data

Unit, specified herein.

The remainder of this document only discusses the Version-2 structure.

Note, however, that there is a deliberale and close relationship between the

Version-2 VCDU and the Version-1 Transfer Frame, which maximizes the

commonality betv, een CCSDS Conventional Systems and CCSDS

REVIEWDRAFT
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5.4.9.2.1.1.2 VCDU IDENTIFIER (Bits 2 through 15)

5.4.9.2.1.1.2.a The purpose of the VCDU Identifier (VCDU-ID) is to identify the

operational spacecraft with which the VCDU is associated, and to identify
the Virtual Channel in use. The field contains two subfields:

5.4.9.2.1.1.2.1 Spacecraft Identifier (Bits 2 through 9)

5.4.9.2.1.1.2.1.a The Spacecraft Identifier (SCID) identifies the various lo_cal entities that

provide data to (or receive data from) the VCA sublayer. It also provides

the naming domain for the Virtual Channels.

5.4.9.2.1.1.2.1.b For complex international constellations of spacecraft, several SCIDs may

be present in the same PCA_PDU. d.a'a ._m.w ............................

r,_..,,.:,._ c,_. .... _ A sinzle spacecraft may be assi,,,ned more than one

SCID. Different SCIDs will be assigned for flight vehicles, for

development vehicles which are using ground networks during prehunch

operations, and for simulated streams. The Secretariat of the CCSDS

assigns SCIDs, using procedures defined in Reference [l].

5.4.9.2.1.12.1.c The convention for the SCID naming domains is as follows:

5.4.9.2.1.12.1.d for space-to-ground communication the naming domain is the

source naming domain (i.e., the transmitting spacecraft);

5,4.9.2.1.1.2.1.e for ground-to.space communication the naming domain is the

destination naming domain (i.e., the receiving spacecraft);

5.4.9.2.I.1.2.I.f for space-to-space communication the naming domain is the source

naming domain (i.e., the transmitting spacecraft).

5.4.9.2.I.1.2.2 Virtual Channel Identifier (Bits 10 through 15)

5.4.9.2.1.1.2.2.a The six-bh Virtual Channel Identifier (VCID) field enables up Io 64

Virtual Channels (VCs) to be run concurrently in association with each

SCID that is authorized in e-_ a particular PCA_PDU. Ph'/:ical Channel.

5.4.9.2.1.1.2.2.b If only one VC is used, these bits z,-e set pe:-manen:]y to v_due "a]] zeros".

A VC used for transmission of "Fill" dam is in_ca_ed by se_ting these bits

to the rese_'ed value of "all ones": a Fill VC so identified may not contain

any valid user data within its Data Unit Zone, but it must contain the Insert

Zone if Insert sen'ice is supported.

REVIEWDRAFT
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5.4.9.2.1.1.3 VIRTUAL CHANNEL DATA UNIT COUNTER (Bits 16 through 39)

5.4.9.2.1.1.3.a The purpose of this field is _o provide individual accountability for each of

the sixty four Virtual Channels.

5.4.9.2.1.1.3.b The 24-bit field represents a sequential count (modulo 16,777,216) of the

total number of VCDUs which have been transmitted on each of the VCs; it

is used in association with the VCID field to maintain a separate counter for

each VC.

5.4.9.2.1.1.4 SIGNALLLNG FIELD (Bits 40 through 47)

5.4.9.2.1.1.4.a The Signa]]ing Field is used to ale_ the receiver of the VCDU with respect

to functions that: (a) may change more rapidly than can be handled by

management, or; (b) provide a significant cross check against manual or

automated setups, for use in VCA sublayer fault detecffon and isolation. The

Signalling Field contains _'o subfields:

5.4.9.2.1.1.4.1 Replay Flag (Bit 40)

5.4.9.2.1.1.4.1.a Recognizing the need to store VCDUs during periods when the Physical

Channel is unavailable, and to retrieve them for subsequent replay when

the channel is restored, this flag alerts the receiver of the VCDU whh

respect to its "reahime" or "replay" status. Its main purpose is to

discriminate between reahime and replay VCDUs transmitted on a

particular Physical Channel when they both may use the same VCID.

5.4.9.2.1.1.4.1.b The Replay Flag is interpreted as follows:

"0" = Re',dtime VCDU

"1" = Replay VCDU

5.4.9.2.1.1.4.1.c Owing to the wide spectrum of onboard storage and retrieval technology

options, the exact interpretation of this Flag is necessarily the subject of

negotiation between Projects and cross support organizations. For

instance, it may be inte_reted to indicate that the value of the VCDU

Counter fie]d on the replayed VC decreases rather than increases, as a

function of reverse playback. Note that if a Reed-Solomon encoded

CVCDU is stored, it mus_ be re-encoded if the s:ams of the Replay Flag is

altered after retrieva].

5.4.9.2.1.1.4.2 Reserved Spares (Bits 41 through 47)

OR|G|NAL P'_(_h_'gl_]']''t2"a

OF PQOR QUAUTY

This seven-bit 9,e]d is resemed by CCSDS for po:ential future signalling

applications and in the in:cram shall, by conven:ion, be set to the value "a]l
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5.4.9.2.1.1.5.b

5.4.9.2.1.1.5.c

5.4.9.2.1.1.5.d

VCDU HEADER ERROR CONTROL (Bits 48 through 63, optional)

The 2-bit Version Number field, the 14-bit VCDU Identifier field, and the 8-

bit Signalling field may all be protected by an optional error detecting and

error correcting code, whose check symbols are contained within this 16-bit

field.

The VCDU Header Error Control field is optional if the entire stream of

VCDUs transmitted on the Physical Channel is protected by Reed-Solomon

outer coding, i.e., the stream consists entirely of Coded Virtual Channel

Data Units (CVCDUs).

If VCDUs and CVCDUs are mixed on the Physical Channel, the

requirement for the Header Error Control field depends on the options

selected and the implementation of the receiving system: it is therefore

necessarily the subject of ]ocal cross support negotiations. For instance, if

the receiving system performs Reed-Solomon decoding on all incoming data

units prior to processing the Header Error Control field, the field is required

only in the VCDUs. If the Insert Zone is present, then the Header Error

Control field may be requked in both the VCDUs and CVCDUs in order to

equalize the length of the Primary Headers so that the Insert data may be

extracted before any decoding is performed.

The mechanism for generating the VCDU Header Error Control field shall

be to use a shortened Reed-Solomon (10,6) code. The parameters of the
selected code are as fo]lows:

(1) "J=4" bits per Reed-Solomon (R-S) symbol.

(2) "E=2" symbol error correction capability within a R-S code word.

(3) The field generaIor polynorrgal shall be:

F(X) = x 4 + x + 1

over GF(2)

ORI_I_I,_L PA(]E IS

OF F, .,.-...:. ,_, :_'_
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(4) The code generator polynomial shall be:

(s)

g(x) = (x + a6)(x + a7)(x + ct8)(x + _9)

over GF(24)

where F(c_) = 0,

a6= 11130, a 7 = 1011

a 8 =0101, a 9= 1010

also:

g(x) = x 4 + a3x 3 + ¢xx2 + ¢x3x + 1

over GF(24)

and:

c_0 = 0001, a 3 = 1000

a = 0010

Within an RS symbol, the transmission shall start from the bit on the

left side, e.g.,

a 3 = IO00

shall be transmitted as a I followed by three O's.

(6) The bit to RS symbol mapping shah be:

bits in the header symbol

o,1,2_ o
4,5,6,7 1
8,9,10,11 2

12,13,14,15 3

40,41,42,43 4

44,45,46,47 5

48,49,5o51 6
52535455 7
56,57,58,59 8

60,61,62,63 9

tv:iDRAFT
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5.4.9.2.1.1.5.e Note that the header error correction code can correct up to and including

2 symbol errors. This is sufficient to meet the required performance of

<lx1OE-07 VCA_SDUs missing (specified in Table 5-6 for Grade 3

service) at a lxlOE-05 channel bit error rate, for random bit errors. In the

case of convoIutional coded channels, in particular when the

convoIutional coding is interleaved, the VCA_SDU loss rate will drop to

2xlOE-05 at an operating point equivalent to a channel bit error rate of

lxlOE-O5. This is due to the burst errors O'pical of the convolutional

decoders. The minimum required performance may be achieved, for

example, by using Grade 2 services, by using additional (transparent)

interleaving, or by improving the link margin.

5.4.9.2.1.2 VCDU LNSERT ZONE

5.4.9.2.1.2.a

5.4.9.2.1.2.b

The presence or absence of the optional VCDU Insert Zone is established by

management. If the VCDU/CVCDU supporzs the Insert seN'ice for transfer of

isochronous data, the Insert Zone shall exist in every VCDU and/or CVCDU

that is transmitted in _ a particular PCA_PDU -_:_'",,-:_.,,,.,_,,.--_.,..,,.,,,,.,,1including
Fill VCDUs.

The length of the Insert Zone shall be set by management _o be equal to the

constant length of the Insert SeN,ice Data Unit (IN_SDU) for that PCA_PDU.

D_,,,:_._ c-_..... _ The Insert Zone shall contain precisely one octet-aligned

IN_SDU. There is no CCSDS protocol data unit associated with the Insert

se_'ice within the ','CA sublayer.

5.4.9.2.1.2.c If the Insert Zone is present, management reduces the length of the VCDU

Data Unit Zone that is available to VCA users by an amount equal to the

constant length of the Insert Zone. Once set by management, the length and

presence of the Insert Zone is static,

5.4.9.2.1.3 VCDUDATAUNITZONE

5.4.9.2.1.3.a The VCDU Data Unit Zone, which must exist as an integer number of octets,

has a length which va:-Jes and is equal _o:

(1) the fixed VCDU or CVCDU ]en_-h_, which has been selected for use on a

pa.rficulzr Ph>'sJcal Channel, minus;

(2) the length of Ihe VCDU Pr/ma.r-v Header plus _he length of the VCDU

Insert Zone and,,'or _he VCDU Trailer and/or t',ne Reed-Solomon check

s)mbo]s (ifan\' of _?nese a:'e present).

DRAFT
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5.4.9.2.1.3.b

5.4.9.2.1.3.c

5.4.9.2.1.4.1.b

ORIO_NAL PAI3E IS

OF POOR QUALITY

The VCDU Data Unit Zone contains higher layer service data units associated

with the SLS Encapsulation, Multiplexing, Bitstream or Virtual Channel

Access service interfaces. It may therefore contain one M_PDU, one B_PDU,

one SLAP_PDU, or one private dam unit of unknown internal format and
structure.

When no valid higher layer data are available for transmission at release time

for a VCDU, the Vir';uzl Channel ID shall be set to the vzJue "all ones" and a

Project-specified "fill" pattern shall be inserted into the VCDU Data Unit
Zone.

VCDU TRAILER

The VCDU Trailer is an optional component of the VCDU. Its presence or

absence, and internal configuration, is pre-specified for a particular Virtual

Channel by management. If present, it provides a mechanism for inserting an

"Operational Control Field", and/or a "VCDU Error Control Field" into the

trailing octets of a particular VCDU.

Operational Control Field (32 bits) (optional)

The purpose of this field is to allow a Project organization to support an

hybrid configuration whereby a "Conventional" CCSDS symem may, be

operated in conjunction ,a,i_h an Advanced Orbiting System. If present, this

32-bit fie]d sha]l contain a "Command Link Conn-ol Word", whose use and

format are defined in the CCSDS Recommendations for Packet Telemetry,,

Reference [2] and Te]ecommand, Reference [5]. A discussion of hybrid

telecommand operations is continued in Reference [8.1.

If the VCDU Error Control Field is not present in the VCDU Trailer, this

field occupies the four trailing octets of the VCDU. If the VCDU Error

Control Field is present, this field is displaced towards the beginning of the

VCDU by, two octets.

VCDU Error Control Field (16 bits) (optional)

This field comains a 16-bit cyclic redundancy code which provides a

capability for detecting errors that may have been introduced into VCDUs

that have been transmitted without the protection of Reed-Solomon outer

coding. No_e that since the \'CDU Header Error Cona-ol field independently

protects key, elements of the VCDU Primary. Header, the main use of the

VCDU Error Con=el Field is to demct errors occurring e]sewhere in the
VCDU sa',.:c;c.re.

REVIEWDRAFT
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5.4.9.2.1.4.2.b

5.4.9.2.1.4.2.c

5.4.9.2.1.4.2.d

Use of the VCDU Error Control Field is mandatory within Virtual Channels

that are not Reed-Solomon encoded: its presence is not otherv,'ise required.

Presence or absence of the feld within a particular VCDU is pre-specified

by management as a setup parameter for the receiving end of each Virtual

Channel; it may not be dynamically changed. If present, the field occupies

the two trailing octets of the VCDU.

The cyclic redundancy code contained within this field shall be
characterized as follov,'s:

(l) The generator polynomial shall be:

g(x)=x 16+x 12+x 5+1

(2) Both encoder and decoder shall be initialized to the "all ones" state for

each VCDU.

(3) Parity "P" generation shall be performed over the data space "D" as

shown in Figure 5-12, i.e., "D" covers she entire VCDU excluding the
final 16-bit VCDU Error Control Field.

(4) The generated parity symbols shall then be inse,'-ted into the VCDU

Error Control Field which occupies the ,final ]6-bits of the VCDU.

The detailed procedure for generating the parit-,, symbols is identical to that

used for the Version-1 CCSDS Telemetry Transfer Frame, and is thus

specified in Reference [2].

_..,91 VIRTUAL CHANNEL DATA UNIT

**p,i

".-ql--- "D" DATA SPACE

O_'_QG{;'_ALPAGE iS

OF POOR QUALITY

Figure ¢ 12: VCDU Fields Over Which Parit.v is Generated
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5.4.9.2.2.b

REED-SOLOMON CHECK SYMBOLS FIELD

This field contains the Reed-Solomon check symbols, which shall be

generated according to the procedures specified in Reference [3]. The

presence or absence of this field is an attribute of the Virtual Channel and is

pre-specified by management. A VCDU which has this field appended

becomes known as a Coded Virtual Channel Data Unit (CVCDU). In order to

meet the requirement that VCDUs and CVC'DUs have the same (fixed) length

on a particular Physical Channel, the Data Unit Zone of a CVCDU is

shortened to accommodate the addition of the Reed-Solomon check symbols.

FORMAT OF THE SLAP PDU

If a particular Virtual Channel is configured by management to support Grade-I

service, the SLAP Procedures accept fixed length SLAP_SDUs (received in a

SLAP_DATA.request primitive) and generate the SLAP Protocol Data Unit

(SLAP_PDU).

The length of the SLAP_PDU is fixed by management for any particular Virtual

Channel since it is inserted exactly into the fixed length VCDU Data Unit Zone

of a CVCDU. Necessarily, the management processes which fix the ]ength of

the SLAP_SDU carried within the SLAP_PDU must take into account the

length of the SLAP_PDU protocol control information.

The format of the SLAP_PDU is shown in Figure 5-13.

...... "_" ARQ ' "The r...... ; ... At ,_.= "Link Control V, ord , which supports the

SLAP protocol, is th'scussedfurther _ in Section 6.

ONE SLAP_SDU

LINK ARQ

CONTROL WORD

(LACW)

(48 BITS)

Figure 5-13: SLAP Protocol Data Unit
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5.4.9.2.3.b

FORMAT OF THE PCA PDU
u

The PCA_PDU consists of a continuous and contiguous succession of equal

length Channel Access Data Units (CADU's). The CADU consists of a

VC_PDU (i.e., a VCDU or a CVCDU, possibly exclusively OR'd with a bit

transition generator) 9 that is prefixed by a Synchronization Marker. Since the

succession of CADUs occur at fixed time intervals that are synchronized with

the transmitted channel bit rate, the CADUs provide "channel access slots" into

which individual VC_PDUs are placed.

The format of the PCAuPDU is shown in Figure 5-14.

--4
• • •

I CHANNEL ACCESS ( J

SYNC. SLOT J SYNC. ]

MARKER (ONE VC_PDU) MARKER

DATA UNIT (CADU)

SLOT "R " " "
(ONE VC_PDU)

%--

_91 PCA_PDU --llm--

Fi_mare 5-14: Physical Channel Access Protocol Data Unit

5.4.9.2.3.c The Synchronization Marker shall be the standard CCSDS Attached

Synchronization Marker that is specified in Reference [3]: it is a fixed 32-bit

pattern which may be represented in hexadecimal notation as:

1ACFFC1D

_ A _") '2 ,.,1

,h(x)-x 8+x 7+x 5+x q+ i

oF Poor ,,..,es IsREVIEWDRAFT"
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i_i 11,_ m_r'm _nn_ cv'mn 1110 1100 rv'mn IC_1 10 _n

5.4.10 SUMMARY OF ','CA DATA STRUCTURES

5.4.10.a Figure 5-15 summarizes the overall relationship between the Reed-Solomon

Codeblock, the CVCDU, the VCDU, the CADU and the PCA_PDU. Within the

n-ansrnitted PCA_PDU, both VCDUs and CVCDUs may appear in any order. The

information relative to whether a particular CADU contains a VCDU or a
CVCDU is inferred from the relevant VCDU-ID.

5.4.10.1 STANDARD CADU/VCDU/CVCDU LENGTHS

5.4.10.1.a In order to facilitate robust, reliable synchronization processes within the Space

Link Subnet, the CADU length is fixed at a constant va/ue for one given Physical

Channel. For very high rate systems, use of the maximum standard length is

recommended for reasons of speed and efficiency. However, for lower rate

systems, shorter standard lengths are available to decrease the potential delays

experienced by "rezltime" data, and to improve s)'nchroniz.zfion performance.

5.4.10.1.b Since one VCDU or CVCDU is embedded synchronously within each CADU, the

standard CADU lengths map directly into standard VCDU/CVCDU lengths. This

section defines the standard VCDU or CVCDU lengths: note that the standard

CADU lengths are 32-bits longer, corresponding to the added length of the

Synchronization Marker. The length of the VCDU/CVCDU is a managed

parameter.

Two different types of space da:a ]inks a.-e considered.

ORIGINAL PAGE IS

OF POOR QUALITY REVIEWDRAFT
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REED-SOLOMON CODEBLOCK

(UP TO 10,200 BITS) ll-

REED-SOLOMON DATA SPACE

J REED-

SOLOMON
CHECK

SYMBOLS

UP TO 1280UP TO 8920

o CODED VIRTUAL CHANNEL DATA UNIT o

-- -- -- (VC_PDU)

VCDU
PRIMARY
HEADER

(VCDU
INSERT

ZONE)

VCDU
DATA UNIT

ZONE

(VCDU
TRAILER)

REED-

SOLOMON
CHECK

SYMBOLS

UP TO1280UP TO 8920

VIRTUAL CHANNEL DATA UNIT

(VC._PDU)

VCDU
PRIMARY
HEADER

(VCDU
INSERT

ZONE)

VCDU
DATA UNIT

ZONE

VCDU
TRAILER

UP TO 10,200

SYNC.

MARKER

32

CHANNELACCESS SLOT

UP TO 10,200

CHANNEL ACCESS DATA UNIT

(CADU)

SYNC. J"

MARKERJ

//- PHYSICAL CHANNELACCESSPROTOCOLDATA UNIT
(PCA_PDU) //

Figure 5-15: Relationship Between the VCDU, CVCDU, CADU and PCA PDU
m
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5.4.I0.1.1 LLNKS SUPPORTING ONLY SLS GRADE-3 SERVICE.

5.4.10.1.1.a On these links, where only VCDUs are transmitted (no CVCDUs are present),

all VCDUs shall have one size only, until changed by management. The length

of the VCDU can be chosen to be any integer number of octets as required by

the using Project, within the following range:

Minimum VCDU length:

Maximum VCDU length:

124 octets (992 bits)

1275 octets (10,200 bits)

5.4.10.1.1.b Once selected, the VCDU length must be fixed for a n',Sssion phase on a

particular Physical Channel.

5.4.10.1.2 LL-N'KS SUPPORTING MIXED SLS GRADES OF SERVICE, OR

GRADE-I/2 ONLY.

5.4.10.1.2.a On mixed links, where at least one Virtual Channel is providing Grade-1 or

Grade-2 sen, ice (i.e., VCDUs and CVCDUs may both be present), or on links

supporting purely Grade-1/2 sea,ice, the recommended standard lengths (which

must be integer numbers of octets) are derived by va..D'ing the Interleave Depth

(I) of the Reed-Solomon encoding as specified in Reference [3]. For systems

requiring only octet compatibility, Projects may select a value from the

following five standard lengths:

Interleave Depth: VCDU/CVCDU Length:

I = 1 255 octets (2040 bits)

I = 2 510 octets (4080 bits)

I = 3 765 octets (6120 bits)

I = 4 1020 octets (8160 bits)

I = 5 1275 octets (10200 bits)

5.4.10.1.2.b For systems requiting 32-bit compatibility, the technique of "Virtual Fill", as

specified in Reference [3], may be used in addition to varying the Reed-

Solomon Imerleave Depth. The Virtual Fill, which is not transmitted, is used to
shorten each Reed-Solomon codeblock by "n" octets. (A Reed-Solomon

cedeb]ock consists of "I" codewords, each of length 255 octets. For example, if

I=2 then the codeblock length without the Virtual Fill is 510 octets.) If this

technique is used, Projects may select a value from the following five standard

lengths:

REVIEWDRAFT
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Interleave

Depth:

Standard VCDU/CVCDU

length:

Virtual Fill

octets/codeblock:

I = 1 252 octets (2016 bhs) n = 3

I = 2 508 octets (4064 bits) n = 2

I = 3 756 octets (6048 bits) n = 9

I = 4 1020 octets (8160 bits) n = 0

I = 5 1260 octets (10080 bits) n = 15

5.4.10.1.2.c Once selected, the VCDU and CVCDU lengths must be the same and must be

f_ed for a mission phase on a particular Physical Channel.

5.4.10.2 SLrMMARY OF CADU INTERNAL FORMATS

5.4.10.2.a The various internal structures of the CADUs associated with different Grades of

Service within the Space Link Subnet are summarized in the following diagrams.

5.4.10.2.b GRADE-l, WITHOUT INSERT, ALL SLS SERVICES

VCDU
PRIMARY NEADE_

Iso,DIvo,DI l's,G

2181, 1 2,18

VDDU
DATA

UNtTZONE

S_J.,P_SDU

VARIES

SYMB. [

VAR. I

5.4.i0.2.c GRADE-I, WITH L\'SERT, ALL SLS SERVICES

VCDU
PRIMARY HEADER

VER ISClDIVCtD IVCDU Jsla

VCDU VCDU
INSERT DATA
ZONE UNIT ZONE

I_SDU I LACW

SLAP_SDU

VAR. \'A_IES I 48
I

i

SYMB' I

VAR. j
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5.4.I0.2.d GRADE-2, WITHOUT INSERT, SLS MULTIPLEXL\'G OR

BITSTREAM SERVICE

Is
I V

IN

VCDU
PRIMARY HEADER

VERISC_tIVC,_I VCDUI S_G
I coum

132 2 I 8 I 6 I 24 I 8

i = = i =

M PDU
OR

B_PDU
HDR.

16

VCDU
DATA

UNIT ZONE

M_SDU
OR

SITS

VARIES

R-S
CHECK
SYMB.

VAR.

5.4.10.2.e GRADE.2, WITHOUT INSERT, SLS VIRTUAL CHANNEL
ACCESS SERVICE

S

Y
N
C

32

VCDU
PRIMARY HEADER

VER SCID VCID VCDU I SIG
COUNT

1

2 ,'18 6 24 I 8

VCDU
DATA

UNITZONE

PRIVATE DATA UNIT •

VARIES

R-S
CHECK
SYMB.

VAR.

5.4.10.2.f GRADE-2, WITHOUT INSERT, "FILL" VC

,j
321

|

VCDU !

PR,,,,_RY.E;,DER

vE_I_C,DI.c,DVCDUIs,G
, ;OUh'T I

I I

2 IS I 6 I _4 18 I
i i d I d

111111

VCDU
DATA

UNITZONE

FILL PATTERN

VARIES

SYMB. /

VAR. /
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5.4.10.2.g GRADE-2, WITH INSERT, SLS MULTIPLEXING OR
BITSTREAM SERVICE

I VCDUPRIM&RY HEADER

i •

VCDU
INSERT
ZONE

I_SDU

VAR.

i

VCDU
DATA

UNITZONE

M PDU I

I
BITS

HDR. [

.i 6 I VARIES

R-S
CHECK
SYMB.

VAR.

5.4.10.2.h GRADE-2, WITH INSERT, SLS VIRTUAL CHANNEL ACCESS SERVICE

VCDU
PRIMARY HEADER

S VER SOlD VCID VCDU I StG
Y COUNT
N I

C 632: 2 8 24 I B

i

VCDU
INSERT

' ZONE

I SDU

VAR.

VCDU

DATA
UNIT ZONE

PRIVATE DATA UNIT

VARIES

R-S
CHECK
SYMB,

VAR.

5.4.10.2.i GRADE.2, WITH INSERT, "FILL" VC

i J I j VCDU I

VCDU NSERT I
PRIMARY HEADER ZONE l

s vERsc,;1,;c,D1vCD_I S,S ,'SDUI

_,OUNT I

I

z2J 2 I 8 I 6 I =4 I 8 I vA_I,, . . . , .
111111

VCDU
DATA

UNIT ZONE

FILL PATTERN

VAR',ES

R-S I

CHECK I
;YMB. I

VAR. I

i

REVIEWDRIII:T



CCSDS RECO._EN'DATION FOR ADVANCED ORBITL_G SYSTEMS

5.4.10.25 GRADE-3, _VITHOUT INSERT, SLS BITSTREAM SERVICE

VCDU

PRIMARY HEADER

YS VER SGID
N
C

'32 2 i 8

vo,DIvoDus,_rvoou
I COUNT I NDR.

ERR.
I CTRL.

6 I 24 IS , 16

B PDUI

_DR" r

16. I

VCDU
DATA

UNIT ZONE

BfTS

VARIES

VCDU

TRLR.

VCDU
ERR.

CTRL

16

5.4.10.2.k GRADE-3, WITHOUT INSERT, SLS VIRTUAL CHANNEL
ACCESS SERVICE

S
Y
N
C

32

VCDU
PRIM_,RY HEADER

VERISO,DIVO,DIVCDUI S,_VCDU
I I I COUNTI HDR.

Ill i CTRL.

VCDU
DATA

UNIT ZONE

PRIVATE DATA UNIT

VARIES

VCDU
TRLR.

VCDU
ERR.

CTRL

16

5.4.10.2.1 GRADE-3, WITHOUT INSERT, "FILL" VC

S
Y
N
C

32

VCDU J
PRIMARY HEADER

111111

VCDU
DATA

UNITZONE

FILLPAT'TERN

VAR3ES

VCDU
TRL&

VCDU
ERR.

CTRL.

16
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5.4.10.2.m GRADE-3, WITH INSERT, SLS BITSTREAM SERVICE

$

Y

N

D

32

VCDU
PRIMARY HEADER

VER SCIDIVCIDI VCDU I SIG IVCDU
ICOUNT HDR.

! ERR.
i CTRL.

2 8 6 I 24 I 8 16
i

VCDU

INSERT

ZONE

I_SDU

VAR.

B_PDUI
HDR. I

VCDU

DATA
UNITZONE

BITS

16 VARIES

VCDU
TRLR.

VCDU
ERR.

CTRL

16

5.4.I0.2.n GRADE-3, WITH INSERT, SLS VIRTUAL CHANNEL ACCESS SERVICE

S
Y
N
C

32

VCDU
PRIMARY HEADER

VER SCIDI VCIDI VCDU SIG VCDU
CC_JNT HDR.

ERR.
CTRL

i

2 ! 8

VCDU
INSERT
ZONE

I SDU

6 24 8 16 VAR.

VODU
DATA

UNITZONE

PRIVATE DATA UNIT

VARIES

VCDU
TRLR.

VCDU
ERR.

CTRL

16

5.4.10.2.o GRADE-3, WITH INSERT, "FILL" VC

S
Y

N
C

j .2

VCDU
PRIMARY HEADER

VE R l SOl D

VI,Dj VCDUi SIGIVODUi

COUNT HDR. i

24 8 ERR. i

CTRL. I

_6 I

11111

VCDU
INSERT
ZONE

I_SDU

VAR.

VCDU
DATA T VCDU

UNITZONE TRLR.

FILL PATTERN ..

VCDU
ERR.

CTRL

VARIES 16
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5.5

5.5.a

5.5.b

MANAGEMENT OF TIlE SPACE LLNK SUBNETWORK

In order to conser_'e bandwidth on the Physical Channel, some parameters

associated with SLS sen, ices are handled by management rather than by inline

communications protocol. The managed parameters are those which tend to be

static for long periods of time, and whose change generally signifies a major

reconfiguration of the data communications systems associated with a particular

Advanced Orbiting System. Through the use of a signalling system, managment

conveys the required configuration information to the applicable protocol layers

within the SLS.

The managed configuration parameters for the VCA and VCLC sublayers are listed

l:_]ow. These parameters are defined in an abstract sense and are not intended to

imply any particular implementation of a management system.

5.5.1

5.5.I.1

5.5.1.1.a

5.5.1.1.b

5.5.1.1.c

5.5.1.1.d

5.5.1.1.e

5.5.1.1.f

5.5.1.1.g

5.5.1.1.h

5.5.1.1.i

VIRTUAL CHANNEL ACCESS CONFIGURATION PARAMETERS

VC PDU SERVICE PARAMETERS
N

Each VCDU-ID has associated with it a list of indicators which define:

the length of the VC_PDU;

the upper layer se_'ice interface (i.e., Multiplexing, Bitstream, Vir'rual

Channel Access, or Virtual Channel Data Unit) with which the VC_PDU is

associated;

the Grade of Se_,ice being supported, i.e., the presence or absence of the

Reed-Solomon check symbols and the SLAP protocol;

the presence or absence of the VCDU Header Error Control field;

the presence or absence of the Insert Zone and (if present) its length;

the presence or absence of the VCDU Trailer, and its contents;

the PC.4_PDU(s) in Pt_3'_!cal C._a=.'-,:1 .'or which thSs VCDU-ID is authorized

for _'ansmission.

.Management, via the signa!ling sysIem, sends this information to both the sending

and receiving entities.

ORIGINAL PAG'F. IS
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5.5.1.3

5.5.1.3.a

5.5.1.3.b

5.5.1.3.c

VC PDU RELEASE PARAMETERS

Each VCDU-ID has associated with it Project-unique parameters which define the

conditions under which the VC_PDU is to be released for transmission.

Management, via the signalling system, sends this Project-unique information

only to the sending entity.

VC PDU PROCESSLNG PARAMETERS

Each VCDU_ID has associated with it processing parameters which define:

whether the contents of the VCDU Data Unit Zone are to be extracted and

delivered to the SLAP procedures, to the VCLC sublayer (Muhiplexing and

Bitstream ten'ice), or to the Virtual Channel Access service interface;

whether the complete VCPDU is to be delivered to the Virtual Channel Data

Unit or to the Virtual Channel Access sen, ice interface;

whether or not the VC_PDU is to be discarded because it contains Fill data.

Management, via the signalling system, sends this information to only the

receiving entity.

5.5.2

5.5.2.1

5.5.2.1.a

5.5.2.1.b

5.5.2.1.c

5.5.2.1.d

VIRTUAL CHANNEL LINK CONTROL CONFIGURATION PARAMETERS

LOWER LAYER SERVICE PARAMETERS

Each VCLC entity has associated with it a list of indicators which define the

following service parameters provided by the VCA sublayer below in conjunction

with a particu]ar VC:

the Grade of SeN'ice provided;

the length to be used for the se_'ice data unit.

Management, via the signalling system, sends this information to both the sending

and receiving entities.

REVIEWDRAFT
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5.5.2.2.a

5.5.2.2.b

CCSDS RECO?_9,IENDATION FOR ADVANCED ORBITEWG SYSTEMS

VCLC PROCESSLNG PARAMETERS

Each VCLC entity has associated with it processing parameters which define:

the type of sen'ice data unit being delivered by the VCA sublayer (i.e.,

M_PDU or B_PDU);

to which service access points the user se_,ice data units are to be delivered.

.Management, via the signalling system, sends this information to only the

receiving entity.

REVIEWDRAF 





6.1

6.1.a

6.1.b

6.1.e

CCSDS RECOMMENDATION FOR ._DVANCED ORBITLNG SYSTEMS

SPACE LLNK ARQ PROCEDURE: SERVICE DEFINITION AND

V'O,'WT'C',C'nTSP_ECT Tp Trcv ,

INTRODUCTION

This section of the Recommendation defines-_ the Space Link ARQ

Procedure (SLAP) which is used to provide "Grade-l" data delivery service across

the Space Link Subnetv,,ork. Grade-1 se_,ice is characterized by the transfer of

higher layer user service data units (SLAP_SDUs) so that they are delivered

through the SLS in sequence, without duplication, with a very high probability of

being complete, and with a very high probability that they are error free.

The SLAP, as described here, operates only within the Space Link Subnetwork and

can therefore be used in support of both Path and Inter'net se_'ice. Extension of

Grade-1 se_ice across the entire CPN (sometimes described as "end-to-end") would

require Project organizations _o either use additional link layer ARQ protocols in

each of the onboard and _ound subnetworks, or to augment the Interact se_'ice by

implementing a Transport layer which supports retransmission control.

Ahernarively, a speci_ Application layer ARQ protocol could be used. It should be

noted that the SLAP has been designed to be conceptually independent of the layer

in which it operates, and thus could potentially be extended in the future for use as

an Application layer ARQ protocol across the CPN: Sis usage is not, however,

currently part of this Recommendation, and is not discussed further herein.

This section descrSbes the operational concept for the SLAP, and specifies the

SLAP se_'ice in_erface. The CCSDS Secretariat should be consulted for

information relative to the status of the Sl_.4P protocol specification. T_e _ro:o,v, ol

6.2 OPERATIONAL CONCEPT AND ORGANIZATION OF THE SLAP

6.2.a. As noted in Section 5, the SLAP resides within the Virtual Channel Access (VCA)

sublayer of the Space Link Subnet. It is an element of VCA procedure which

supports the VCLC procedt_res as well as the Virtual Channel Access se_,ice. It

relies upon the VCA_UN]TDATA service interface to achieve data transfer through

the Physical Channel, using _ndivid_al Virtual Channels which are dedicated to

Grade- 1 se_'ice.

REVIEWDRAFT
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6.2.b The SLAP is defined to be a bidirectional procedure: two dedicated Grade-1 Virtual

Channels, one in each direction of SLS data flow (e.g., VC"x" forward and VC"y"

return) are paired to interconnect two symmewic SLAP entities. At each end of the

connection ("Point A" and "Point B"), the SLAP entity is composed of both a

"Sending Function" and an "Acceptance Function", as illustrated in Figure 6-1.

Note that, although shown in separate boxes in the figure, the Sending and

Acceptance Functions at Point A (and likewise at Point B) are in fact both

performed within a single protocol state machine.

SPACE CHANNEL

INPUT: OUTPUT:

SLAP_SDUs -- _ SLAP_SDUs
FOR VC "x" FROM VC "x"

ACKNOWLEDGEMENTS
OR RETRANSMISSION
REQUESTS FOR

SLAP PDUs SENT FRO_V
A TO B, EXTRACTED
FROM LACW$ IN

SLAP_PDUs ON VC "y"

SENDING

FUNCTION
IIAII

JACCEPTANCE
FUNCTION

I*AII

I
I

OUTPUT: I
SLAP_SDUs

FROM VC "y" +

/
POINT "A"

SLAP_PDUs WITH LACWs =._ I

ACCEPTANCE i
FUNCTION

I,BII

REPORTS OF REPORTS OF
SEQUENCE SEQUENCE !
ERRORS ERRORS
FOUND IN FOUND IN

SLAP_PDUs SLAP_PDUs
SENT FROM SENT FROM
BTOA, FOR ATOB. FOR

INCLUSION IN INCLUSION INLACWs ON LACWs ON

VC "x" VC "y" I r

l SLAP_PDUs WITH LACWs /

ACKNOWLEDGEMENTS
OR RETRANSMISSION
REQUESTS FOR

SLAP_PDUs SENT FROM
B TO A, EXTRACTED
FROM LACWs IN

SLAP_PDUs ON VC "x"

T

SENDING l
FUNCTION

,,E_ ,I

A
INPUT:

-- SLAP_SDUs
FOR VC "y"

POINT "B"

Figure 6-I" Symmetric SLAP Operation

O=+'+"-_""IALPAGE IS

OF POOR QUALITY REVIE:WgRAFT



CCSDS RECOMMENDATION FOR AD\:._NCED ORBITING SYSTEMS

6.2.c

6.2.d

6.2.e

6.2.f

6.2.g

The SLAP_SDUs are received from the senice interface with a layer above (i.e.,

either the VCLC sublayer, or the Virtual Channel Access sen, ice). The SLAP

Sending Function adds a Link ARQ Control Word (LACW) to each SLAP_SDU zo

produce a SLAP_PDU, which is transferred on a prespecified dedicated Virtual

Channel by placing it within a Coded Virtual Channel Data Unit (CVCDU) data

structure. The LACW contains numbering information which identifies each

SLAP_SDU flowing on VC"x", plus a report of the status of acceptance of

SLAP_SDUs flowing on VC"y".

The CVCDUs are protected using Reed-Solomon encoding, which provides the

required very high probability that the Grade-1 SLAP_SDUs are error free. In the

event that the VCA sublayer is unable to correct a CVCDU, it will be discarded and

a discontiniuty will thus be introduced into the sequence of SLAP_PDUs.

Discontinuities may also be introduced by momentary channel outages. The SLAP

therefore provides the necessary ren'ansmission protocol needed to ensure the

completeness and sequencing of delivere.d Grade-1 SLAP_SDUs, by supplying the

required numbering, sending, reporting, and resending procedures. The result is an

hybrid system employing both powerful forward error correction and ARQ-type
retransmission control.

Each LACW within a SLAP_PDU contains a sequence number that is associated

with the SLAP_SDU to which it is appended. These sequence numbers are

generated by, the SLAP Sending Function, and are va]id only within the SLAP: they

are independent of the numbering scheme used by either the Virtual Channel

procedures (i.e., the VCDU Counter in the VCDU Primary Header), or by the layers

above. It is these LACW sequence numbers that are used for SLAP_PDU

acceptance checks and for retransmission control. The sequence numbers assigned

to SLAP_PDUs traveling in one direction over the connections are independent of

the sequence numbers of SLAP_PDUs traveling in the opposite direction.

Certain LACWs may also be formatted to produce "supem,isory" SLAP_PDUs,

which are used to pass protocol control data from the Sending Function to the

Acceptance Function, or ,.'ice versa. Supervisory SLAP_PDUs are not assYgned

sequence numbers by the Sending Function, and therefore are not checked for

correct sequencing by the Acceptance Function.

For the SLAP to operate, it is necessary for the Acceptance Function to

acknowledge receipt of SLAP_PDUs, and to report sequence errors when they

occur. Ttnese reports are c_q"ied in the LACWs that accompany' data flowing in the

opposite direction, i.e., reports concerning receipt of SLAP_PDUs transmitted from

A to B a.-e ca_ed in the LAC\Vs that are auached m SLAP_PDUs flowing from B

toA.

REVIEWDRAFT
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6.2.h

6.2.i

6.2.j

If the LACW report received at Point A acknowledges that all SLAP_PDUs were

received by the Acceptance Function at Point B, normal operation occurs. However,

if the LACW report indicates that a sequence error has occurred, a retransmission

strategy is invoked within the Sending Function at Point A to re-send the missing

SLAP_PDU(s). If an unrecoverable error condition is encountered, a service

interruption is reported to management and the Sending Function at Point A then

reinitializes itself and transmits a supervisory protocol control command to the

Acceptance Function at Point B, which causes reinitialization there and enables
service to be resumed.

In a symmemc manner, reports on data 7ansmitted from the Sending Function at

Point B to the Acceptance Function at Point A are carried in LACWs that

accompany data flowing from A to B, and are acted upon by the Sending Function
at Point B.

The general organization of the SLAP Sending and Acceptance Functions is sbo',,,'n

in Figure 6-2. For simplicity, only half of the pair of procedures at each end of the
connection is shown.

6.3.b

6.3.c

SLAP SERVICE INTERFACE SPECIFICATION

This section defines the sen,ices provided by the SLAP to the sublayer above (the

VCLC sub/ayer, or the Virtual Channel Access service interface) and the services

required by the SLAP from the Virtual Channel Procedures in the sublayer below

(referred to here as the "lower layer"). The service specifications in this section are

not intended to imply any particular implementation.

The SLAP service is connection oriented; it is bidirectional and persists over time.

Connection establishment, reset, and termination are cone'-oiled by management:

;.,.,._4_._ -. D_.,-...... r(_. the service in:effaces specified herein are only those that
are used for data transfer once a connection tias been established.

In the service interfaces described below, the general parameters "SN_SOURCE.

address" and "SN_DESTL"¢ATJON.address" are used to represent the identification

of the subne_v,'ork source and destination addresses for the data flowing over the

SLAP connection. Within the SLS, the specific ad&-ess parameters are provided by

the VCDU-ID; ho'o,'ever, the more general parameter terminology is used to

facilitate potential future app]ication of the SLAP v.ithin other layers of :he CPN
architecture.
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SLAP_SDU
FOR VC "x"

SENDING

FUNCTION

VCLC SUBLAYER OR

VCA_SAP

ENCAPSULATE SDUs IN

SLAP_PDUs ON VC "x'.
ADD VC "x" SEQUENCE

NUMBERS + REPORTS

FOR SDUs ON VC'y'.
INITIATE PDU TRANS-

MISSION, MONITOR
RETURNED LACWs,

INITIATE RETRANSMIS-

SlON IF REQUIRED.

LACW IN PDUs ON VC "x", CARRYING

SEQ. NUMBERS FOR SLAP_SDUs ON
VC "x" AND ACCEPTANCE REPORTS

FOR SLAP_SDUs ON VC "y"

LACW REPORTS FOR SLAP_SDUs

ON VC "x', CARRIED IN SLAP_PDUs

ON VC "y"

SLAP_PDU

ON VC "x"
LOCAL ACCEPTANCE FUNCTION REPORTS

FOR SLAP_SDUs ON VC "y"

l SLAP_SDU
FROM VC "x"

ACCEPTANCE

FUNCTION

RECONSTITUTE AN

ORDERED SET OF

SDUs. PERFORMSDU

SEQUENCE NUMBER

ACCEPTANCE AND

VALIDATION CHECKS.

REPORT STATUS OF

ACCEPTANCE VIA

RETURNED LACWs.

DELIVER EXTRACTED

AND VALIDATED SDUs.

l SLAP_PDU

ON VC "x"

VIRTUAL CHANNEL

PROCEDURES

Figure 6.2: Organization of the SLAP Sending/Acceptance Functions

6.3.1 SLAP/UPPER LAYER SERVICE LNTERFACE SPECIFICATION

6.3.1.a This section specifies the services required of the SLAP by the upper layer, and are

described from the viewpoint of the upper layer. These services allow a local upper

layer entity to exchange data units with remote peer upper layer entities. The upper

layer accesses the SLAP via a "SLAP_SAP", which is associaxed wi_h a particular

\:ir:ual Channel by management.
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6.3.1.b The only service provided at this interface is data transfer. The service primitives

associated with data transfer are:

SLAP_DATA.request
SLAP DATA.indication

6.3.1.1 SLAP_DATA.request

6.3.1.1.a Function

This primitive is the service request pfirnkive for the SLAP service.

6.3.1.1.b Semantics

The primitive shall provide parameters as follows:

SLAP_DATA .request (SLAP_SDU,

SN_SOURCE.ad&-ess)

6.3.1.1.c When generated

This primitive is passed to the SLAP to request that a SLAP_SDU be sent to the
other end of the connection.

6.3.1.1.d Effect On Receipt

Receipt of this primitive causes the SLAP to send the SLAP_SDU, using the

Virtual Channel identified by the SN_SOURCE.address.

6.3.1.1.e Additional comments

The SN_SOURCE.address parameter is specified by the VCDU-ID. The length of

the SLAP_SDU on a given VC is equal to the length of the CVCDU Data Unit

Zone minus the length of the LACW, and must remain fixed for the duration of

the connection.

6.3.1.2 SLAP DATA.indication

6.3.1.2.a Function

This primitive is the service indication primitive for the SLAP se_,ice.

OF _OOR QUALITY REVIEW.gRAFT
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6.3.1.2.b

6.3.1.2.c

6.3.1.2.d

6.3.1.2.e

Semantics

The primitive shall provide parameters as follows:

SLAP_DATA .indication (SLAP_SDU,

SN_DESTINATION.address)

When Generated

This primitive is passed from the SLAP to the layer above to indicate the arrival

of a SLAP_SDU on the Virtual Channel indicated by the SN_DESTINATION.

address.

Effect on Receipt

The effect of receipt of this primitive by the layer abm,,e is specified in Section 5.

Additional Comments

The SN_DESTINATION.address parameter is specified by the VCDU-ID. The

SLAP_SDU is guaranteed to be delivered in the same sequence in which it was

submitted to the SLAP, with a specified high probability of being without

omission or duplication, and with a specified high probability of not containing an

error induced by the SLS.

6.3.2.b

SLAP/LOWER LAYER SERVICE LNTERFACE SPECIFICATION

This section specifies the seN'ices required of the lower layer by the SLAP. These

services allow the local SLAP entity to exchange SLAP_PDUs with a peer SLAP

entity at the or.her end of a connection.

The seN, ice primitives at the lower layer interface are:

VCA_UNITDATA.request
VCA UNITDATA.indication

m

VCA_UNITDATA.request

Function

This primitive is the seN'ice request primitive for the VCA_UAqTDATA service.

.... ", _..'-._
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6.3.2.1.b

6.3.2.1.c

6.3.2.1.d

6.3.2.1.e

6.3.2.2.b

6.3.2.2.c

SemantScs

The primitive shall provide parameters as follows:

VCA_UI',,qTDATA.request (SLAP PDU,

SN_SOURCE.address)

When generated

This primitive is passed from the SLAP Procedures to the Virtual Channel

Procedures to request them to send the SLAP_PDU, using the Virtual Channel

identified by the SN_SOURCE.address parameter.

Effect On Receipt

Receipt of this primitive causes the Virtual Channel Procedures to encapsulate the

SLAP PDU within a CVCDU and to attempt to send it.

Additional comments

The SN_SOURCE.address parameter is specified by the VCDU-ID. A dedicated

Virtual Channel must be used to transmit the SLAP_PDU. The length of the

SLAP PDU on a given dedicated Grade-1 VC is equal to the length of the

CVCDU Data UnJ: Zone, and must remain fixed for :he duration of the

connection.

VCA UNITDATA.indication

Function

This primitive is the se_'ice indication primitive for the VCA_UNITDATA
ser'vj ce.

Semantics

The primitive shall provide parameters as fol]ows:

VCA_U.N-ITDATA.in dication (SLAP_PDU,

SN_DESTINATION.address)

When Generated Ob"p_ _L _._..

SLAP to UO0 _-/,c":"

indicate the arrival of a SLAP_PDU on _he Virtual Channel indicated by the

SN_DESTtNATION.address.

LqCVl n I:T
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6.3.2.2.d

6.3.2.2.e

Effect on Receipt

The effect of receipt of this primitive by the SLAP is currently unspecified.
r

Additional Comments

The SN_DESTINATION.address parameter is specified by the VCDU-ID. The

Virtual Channel Procedures must provide a fixed length CVCDU Data Unit Zone

for the duration of the SLAP connection.

REQUIREMENTS FOR THE SLAP PROTOCOL -SPECIFICATION

A"_,C .... 1 .......... 1 .... "_,..,_..',.._ Z',..,.._,_ CT A_ g z,_A :, D_," ...... [11]i_. +,,.,+,+ ,_ i..._ _. + +i _... l,,J+

This section presents an ove_,iew of the functional requirements which must be

satisfied by the SLAP.

6.4.1 REQUIttEMENTS FOR THE SLAP SENDLNG FUNCTION

6.4.1.a The SLAP Sending Function shall receive SLAP SDUs and corresponding address

i.nformafion from the layer above the SLAP.

6.4.1.b The SLAP Sending Function shall guarantee that the SLAP_SDUs are delivered

complete, in sequence, and without duplication to the remote SLAP entity at the
other end of the connection.

6.4.1.c The SLAP Sending Function sh_l utilize the underlying se_,ices of the sublayer

below for transfer of SLAP_PDUs to the remote peer SLAP entity.

6.4.I.d The SLAP Sending Function shall deliver the SLAP_PDUs to the sublayer below in

a controlled flow as to avoid an overflow of the remote peer SLAP entity's capacity
to receive.

6.4.1.e The SLAP Sending Function shall, when requested by the remote peer SLAP entity,

re_ansrnit all SLAP_PDUs that have been transmitted since the last acknowledged

SLAP_PDU.

6.4.1.f In the event :hat ackno,xledge,,-'ner, ts ate not received ,,vi:hin a specified period of

time, the SLAP Sending Function sha!] retransmit all SLAP_PDUs that have been

transmitted since the last acknowledged PDU.

-,_'tz tS
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6.4.2.b

6.4.2.e

6.4.2.d

6.4.2.e

6.4.2.f

6.4.2.g

6.4.2.h

6.4.2.i

REQUIREMENTS FOR THE SLAP ACCEPTANCE FUNCTION

The SLAP Acceptance Function shall establish a full duplex connection with a

remote peer SLAP entity when a "connect request" is received from management,

and confirm to management that the connection has been established.

The SLAP Acceptance Function shall report to management when the remote peer

SLAP entity establishes a connection.

The SLAP Acceptance Function shall terminate a connection (empty all buffers,

reset all timers and counters, and disconnect) with a remote peer SLAP entity when

a "disconnect request" is received from management, and confirm to management

that the connection has been terminated.

The SLAP Acceptance Function shall repo_ to management when the remote peer

SLAP entity terminates the connection.

The SLAP Acceptance Function shall perform a loop-back test of the SLAP-to-

SLAP connection when a "transmit test request" is received from management, and

report to management the status of the connection upon completion of the test.

The SLAP Acceptance Function shall perform a reset (empty all buffers and reset

all timers and counters) of the connection when a "reset request" is received from

management, and confirm to management that the reset has been performed.

The SLAP Acceptance Function shall report to management when the remote peer

SLAP entity issues a reset of the connection.

The SLAP Acceptance Function shall report unrecoverable error conditions to

management.

The SLAP Acceptance Function shall process pending management requests before

pending SLAP_DATA.requests or VCA_U.X,-ITDATASndicavions.

OR,K3_N._,Lg'2._._ ._3
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7

7.a

CROSS SUPPORT OPTIONS

This section defines the service options which may be selected by a Project

organization in order to conform to the Advanced Orbiting Systems architecture
defined within this Recommendation. It also defines the relationship between the

selected sen'ices and the levels of cross support which may be achieved.

7.1.b

7.l.c

7.1 .d

7.l.e

;,.].f

CROSS SUPPORT CONCEPTS

Cross support may occur between different organizations within one Agency who

are cooperating in the execution of a space mission, or between different Agencies.

Cross support takes place at the level of data structures that are created by one part),

in the cooperative arrangement and are handed over to another party for

transmission between ground and space systems, using transmission resources that

are supplied by the supporting party. As defined in this Recommendation, cross

support therefore involves traversing the Space Link Subnetwork at some point

during the transfer of data.

Two types of cross suppor't, as identified in Figure 7-l, a.re possible. "Symmetric"

cross support occurs when party "A" submits a data structure "X" to parry "B" at a

sending node, and receives the sin"he data structure "X" back from party "B" at a

As? mmetric" cross support occurs when party "A" submits a datareceiving node. " '

structure "X" to par_y "B" at a sending node, and receives a different data str'ucture

"Y" (at a higher or lower layer) back from pa.ny "B" at a receiving node.

When cross support is symmetric, only the data structure itself and its pertinent

physical _:tfibu_es (e.g., size, frequency, etc.) need to be a_eed upon between the

par'des.

When cross suppo_ is asymmemc, use of the same protocols within the unbalanced

layers is required.

In all cases of cross support, full a_eement on any options within the protocols

and/or da:a structures is required.

For current information concerning the precise specification of cross support

services, the CCSDS Secretariat should be consulted.
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7.2.b

7.2.c

SEND RECEIVE SEND RECEIVE

PARTY A's
PROTOCOLS

J =¢== X == z

PARTY B's
PROTOCOLS

PARTY A's

PROTOCOLS

PARTY B's
PROTOCOLS

SYMMETRIC

USE OF SAME
PROTOCOLS
IS REQUIRED

PARTY A's
PROTOCOLS

PARTY B's
PROTOCOLS

PARTY A's
PROTOCOLS

PARTY B's
PROTOCOLS

1 [ 1
ASYMMETRIC

Figure 7-1: Cross Support Configurations

CPN SERVICE OPTIONS

Within the framework of this Recommendation, a particular Project organization

may select from a set of eight CCSDS seN, ice options in response to its specific

requirements. Generally, the Project will select one or more data transfer services

across the CPN, plus one or more data a-ansfer seN'ices across the Space Link

Subnetwork. Each of the services may operate either unidirectionally or

bidirection_ly, at the Project's choice.

The services available for use by Projects :o transfer data across the CPN are: the

CCSDS Path ser_,ice as specified in Section 3; and the CCSDS Intemet seN'ice as

specified in Section 4.

The services available for use by Projects to transfer data across the Space Link

Subnetwork, all of which are specified in Section 5, are: the CCSDS Encapsulation

service; the CCSDS Multiplexing service; the CCSDS Bitstream service; the

CCSDS Virtual Channel Access service; the CCSDS X;irtuzl Channel Data Unit

service; and the CCSDS Insert service.
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7.2.1 GENERIC SERVICE PROFILE

7.2.1.a Figure 7-2 presents a generic "options profile" of all of the functions associated with

CPN services. Note that Path and Intemet "gateway" functions axe associated with

the relay of Path and Internet protocol data units which originate outside of a CPN.

7.2.1.b The generic CPN service options profile is used in the following paragraphs to

define the specific set of options associated with each of the selected CCSDS

services. For asymmetric cross support of a particular CCSDS service, a Project

organization must conform to at least one vertical path through the specific options

profile for that se_,ice.

7.2.2 PATH SERVICE OPTIONS PROFILE

7.2.2.a The options profile for the CCSDS Path service is shown in Figure 7-3. The user

may interface via the Octet String or Packet se_,ice options, as defined in Section 3.

Ahemarively, a "Path gateway" function may be entered so that a Logical Data Path

which originated outside the boundaries of the CPN may traverse the CPN, using

the CCSDS Path protocol. Note that the Path service requires use of Reed-Solomon

coding during SLS transfer.

7.2.3 INTERNET SERVICE OPTIONS PROFILE

7.2.3.a The options profile for the CCSDS I.ntemet service is shown in Figure 7-4. The user

may interface with the Internet service as defined in Section 4. Ahematively, an

"Internet gateway" function may be entered so that an Internet message which

originated outside the boundaries of the CPN may traverse the CPN, using the

CCSDS Internet protocol. Note that the Imemet service requires use of Reed-

Solomon coding during SLS transfer.

7.2.4 ENCAPSULATION SERVICE OPTIONS PROFILE

7.2.4.a The options profile for the CCSDS Encapsulation service is shown in Figure 7-5.

Note that the Encapsulation seN'ice requires use of Reed-Solomon coding during

SLS transfer.
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INTERNET ]SERVICE INTERNET 1GATEWAY

PATH SERVICE

OCTET [ PACKETSTRING

PATH

GATEWAY

ENCAPSULATION

VCLC

I MULTIPLEXING ] l
BITSTREAM

VCDU HEADER

NO HEADER ERROR CONTROLJ

NO VCDU ERROR CONTROL

REED-SOLOMON CODING ]

HEADER ERROR CONTROL 1

VCDU ERROR CONTROL

I NO REED-SOLOMON CODJNG ]

I I

CHANNEL ACCESS DATA UNIT

:___z_ _ 2J

VCA

1

Figure 7-2:
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PATH SERVICE USER

r-- 1
PATH SERVICE

PATH

PACKET GATEWAYOCTET
STRING

I

CCSDS PATH SERVICE

...................... _ ..............................

MULTIPLEXING

VCLC

VCA

SLAP NO SLAP

NO INSERT INSERT

VCDU HEADER

l
NO HEADER ERROR CONTROL

NO VCDU ERROR CONTROL

I
REED-SOLOMON CODING

HEADER ERROR CONTROL

I
I

CHANNEL ACCESS DATA UNIT

PHYSICAL CHANNEL

Figure 7-3: Path ServiceOptiortsPrc_er_ I i|t'll41 rlrl A t'-
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INTERNET SERVICE USER

I
INTERNET
SERVICE

I

w

]
INTERNET
GATEWAY

I ENCAPSULATION

I

MULTIPLEXING

VCLC

SLAP

I NO INSERT1

1
NO SLAP

I

1
INSERT ]

VCDU HEADER

I

l NOH_DERERRORCONTROl
I

I NO VCDU ERROR CONTROL

]

1
HEADER ERROR CONTROt

REED-SOLOMON CODING

CHANNEL ACCESS DATA UNIT

m

VCA

PHYSICAL CHANNEL

Figure 7-4: Inlernet Service Oplions I [VI[WDRAFT
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ENCAPSULATION SERVICE USER

ENCAPSULATION
VCLC

MULTIPLEXING

, Jj , ......... , _ _ , ..................... ,

VCA

SLAP NO SLAP

NO INSERT INSERT

VCDU HEADER

I

I O VCDU ERROR CONTROL

I

I REED-SOLOMON CODING J

I

J
HEADER ERROR CONTROL

CHANNEL ACCESS DATA UNIT

PHYSICAL CHANNEL

Figure 7-5: Encapsulalion Service Options Profile

REVIEWDRAFT



7.2.6

7.2,6.a

7.2.8.b

CCSDS ILECOM]s4ENDATION FOR ADV._NCED ORBITING SYSTEMS

MULTIPLEXING SERVICE OPTIONS PROFILE

The options profile for the CCSDS Multiplexing service is shown in Figure 7-6.

Note that the Multiplexing sen, ice requires use of Reed-Solomon coding during

SLS transfer.

BITSTREAM SERVICE OPTIONS PROFILE

The options profile for the CCSDS Bitstream service is shown in Figure 7-7.

VI1RTUAL CHANNEL ACCESS SERVICE OPTIONS PROFILE

The options profile for the CCSDS Virtual Channel Access service is shown in

Fibre 7-8.

VIRTUAL CHANNEL DATA UNIT SERVICE OPTIONS PROFILE

The options profi]e for the CCSDS Virtual Channel Data Unit service is shown in

Fim.:a'e 7-9. The Header Error Control and/or VCDU Error Control, if selected, must

be present in the data structure generated by the service user. Reed-Solomon

encoding may be applied by the se_,ice user, or by the supporting SLS element.

Note that in order to avoid operational complexities associated with error control

and modification of the user data structure, the Virtual Channel Data Unit se_,ice

and the Insea service are mutually exclusive on a particular Physical Channel.

LNSERT SERVICE OPTIONS PROFILE

The options profile for the CCSDS Insert service is shov,'n in Figure 7-10. The

Insert service may not be activated simu]taneously with the Virtual Channel Data
Unit se_'ice.
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MULTIPLEXING SERVICE USER

/

/

MULTIPLEXING

VCLC

VCA

SlAP

I

NO SlAP

NO INSERT
INSERT

VCDU

J .

NO HEADER ERROR CONTROL

1
NO VCDU ERROR CONTROL

HEADER

I
1

HEADER ERROR CONTROL

i

I

REED-SOLO/vION CODING

1
I

CHANNEL ACCESS DATA UNIT

PHYS1CALCHANNEL

Figure 7-6: Multiplexing Service Options Profile
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BITSTREAM SERVICE USER

/

1 VCLC

BITSTREAM

[
i SLAP NO SLAP
I

[
]

NO INSERT

I
I

INSERT

VCDU HEADER

VCA

L ............

I

HEADER ERROR CONTROLNO HEADER ERROR CONTROL

I
I

J

NOVCDUERRORCONTROL ] I

I
I

REED-SOLO/vlON CODING J

VCDU ERROR CONTROL

J

I

NO REED-SOLOMON CODING

J

CHANNEL ACCESS DATA UNIT

PHYSICAL CHANNEL

!

Figure 7-7: Bitslream Service Options Profile
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VCA SERVICE USER

I

SLAP

I

I NO INSERT

I

VCDU HEADER

I
NO SLAP

1

I
INSERT

=

VCA

NO HEADER ERROR CONTROL

J

I NO VCDU ERROR CONTROL j

t

I

[ REED.SOLOMONCODING J
I

I

HEADER ERROR CONTROL

VCDU ERROR CONTROL

J

1
NO REED-SOLOMON CODING

CHANNEL ACCESS DATA UNIT

PHYSICAL CHANNEL

Figure 7-8: Virlual Channel Access Service Options Profile
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VCDU SERVICE USER ,"

I

[NOINSERTJ

VCDU OR CVCDU

1

I
I

VCDU HEADER"

I NO HEADER ERROR CONTROL !

I 1
I

CVCDU I

NO VCDU ERROR CONTROL

I

VCDUI

REED-SOLOMON CODING"

I
1

1

I HEADER ERROR CONTROL"

J
VDCU

1

I VCDU ERROR CONTROL'

I

I ] CVCDUORVCDU
I

NO REED-SOLOMON CODING I
I

I

CHANNEL ACCESS DATA UNIT

PHYSICAL CHANNEL
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• = APPLIED BY SERVICE USER

•- = APPLIED EITHER BY SERVICE USER OR SUPPORTING SLS ELEMENT

Figure 7-9: Virtual Channel Data Unit Service Options Profile
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INSERT SERVICE USER

VCA

I INSERT

VCDU HEADER

I

[NO HEADER ERROR CONTROLJ
!

I

I NOVCDUEFIRORCONTROLJ
I

I

I REED-SOLOMONCODING J

1

HEADER ERROR CONTROL

I

I

VCDU ERROR CONTROL

J

I
I

NO REED-SOLOMON CODING I
,I

I

CHANNEL ACCESS DATA UNIT

i

PHYSICAL CHANNEL

Figure 7-i0: Insert Service Options Profile
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7.3.b

7.3.c

CROSS SUPPORT PROTOCOL OPTIONS MATRIX

The relationship between the data structures that are exchanged between

cooperating parties in all possible symmetric and asymmetric cross support

configurations are indicated in the matrix shown in Table 7-1. Based on its

requirements for cross support, a Project may use the matrix to select the particular

symmetric or asymmetric cross support data structure configurations which it ,,,,'ill

use in conjunction with each of its selected data transfer service options. For each

unique configuration, the required stack of a_eecl CCSDS protocols may then be

constructed. Further information concerning this mamx is presented in Reference

[81 .

The matrix is organized to show the input data structure (handed by one party to a

supporting party) on the vertical axis, and to show the data structure received back

from the supporting party on the horizontal axis. The box at the intersection of a

row and column shows the stack of protocols which are required in order to achieve

the cross support. The boxes on the diagonal are the symmetric cross support

configurations where only the data structure itself must be ageed between the

parties. The off-diagonal boxes show the possible asymmetric cross support

configurations, and indicate the layers of protocol which must be agreed and

implemented interoperably in order for the cross support to occur. Boxes indicated

by a "-" are invalid configurations.

The key to the matrix is as follows:

P =

E =

M =

B =

V =

PCA =

fit) =

S -"

I_SDU =

I_PDU =

O_SDU =

P_SDU =

CP_PDU =

E_SDU =

M_SDU =

B_SDU =

VCA_SDU =

VCDU_SDU =

IN_SDU =

RF =

Intemet protocol data unit

Path protocol data unit

Encapsulation protocol data unit

Muhiplexing protocol data unit
Bitstream protocol data unit

Virtual Channel protocol data unit (VCDU or CVCDU)

Physical Channel Access protocol data unit (CADU)
Standard Reed-Solomon code -required for Grade-I/2 Virtual
Channel Data Unit service

Symmetric cross support
Not applicable
Internet sea, ice data unit

Interact protocol data unit
Octet String service data unit
Packet service data unit

CCSDS Path protocol data unit

Encapsulation sen'ice data unit

Mu]tiplexing sere'ice data unit

Bitstream service dala unSt O_G_NAL _'_,:C:.: ''

Virtual Channel Access se_ice data unSt OF POOR QU_LIF¥
Virtual Channel Data Unit service data unit
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I SDU

LPDU

O_$DU

P SDU
I

CP_PDU

E..SDU

M_SDU

B..SDU

VCA
SOU

VCDU
SDU

]_SDU

RF

I_SDU

Table 7-I: Cross Support Options Matrix

P_SDU VCA_ VCDU_
I_PDU O_SDU = E_SDU M_SDU B_SDU SDU SDU

CP_PDU

I - - I I. - I, I,
E E, E,

M M,
v(a)

s - - I I, - I, 1,
E E, E,

M M,
V(R)

s P - P - P, P,
M M,

V(R)

P s - P - P, P,
M M,

viR)

I - - s E - E, E,
M M,

v(R)

I. I, P P E s - M M.
E E v(R)

s B B,
V(R)

I, I. P. P. E, M B $ V(R)
E, E, M M M
M M

, • ,,,

I. I. P. P. E. M. B V(R) s
E, E, M, M, M, V(R) V(R) (R)

v(e) v(R)

I. I, P, P, E, M. B.
E. E, M, 14. M, V, V.
M. M, V, V, V. PCA PCA
V. V. PCA PCA PCA

PCA PCA

-- -- $

V, PCA PCA
PCA

iN_
SDU

RF

I,

E.
M,
V,

PCA

I,

E.
M,
V.

PCA

P,

M.
V.

PCA

P,

M.
V,

PCA

EEl

M.
V,

PCA

M,

V.
PCA

V,
PCA

V,

PCA

PCA

PCA
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ANNEX A

ADDENDUM ON CCSDS PACKET TIMETA GGING

This Annex, which is part of the Recommendation, defines how a timetag may be added to

the Secondary Header of a CCSDS Packet.
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INTRODUCTION

In many applications there is a firm requirement to stamp a CCSDS Packet with a

timetag that is relatable to an event of significance to the recipient of the

application data contained within the Packet.

PURPOSE

This Annex defines the mechanism to be used for timetagging a CCSDS Packet,

using the facilities of its Secon dary Header.

A.1.2.b

A.1.2.c

A.1.2.d

SCOPE

Packet timetagging may be required in a variety of space applications, such as

ordering sets of user data into the time series in which they were generated at the

source (in conjunction with the Packet sequence counter) or correlating user data

with other independent data sets.

Services operating within Path service end systems (e.g., so-called "'level zero

processing") may impose their own additional requirements for Packet

timetagging which are not specified herein.

Packet timetagging may be needed by users of the "Packet service" and "'Octet

string service" options of the CCSDS Path service. (Note that timetagging is not

provided by the Encapsulation service for the Space Link Subnet.)

This Annex defines the mechanism to be implemented by users when formatting

service data units associated with CCSDS Path service that need timetagging, but

not the requirements that drive the need for such timetagging.

A.2.b

A.2.c

METHOD FOR CCSDS PA CKET TIMETA GGLVG

For CCSDS Path service users who require Packet timetagging, the Packet

Seconda O, Header shall be used and shall contain a standard CCSDS Time Code.

Within both the Packet service and the Octet string options of the Path service,

the Secondary Header containing the Time Code shall be created by the user.

The presence or absence of the Secondao" Header within the CCSDS Packet shall

be signalled by the Seco1_dary Header Flag within the Packet Primary Header. OF"t_"" _ "* •
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SECONDARY HEADER STRUCTURE

The format for the Secondary Header shall be as shown in Figure A-l; it consists

of an optional Time Code Field followed by an optional Ancillary Data Field.

TIME CODE FIELD

(optional)

ANCILLARY DATA FIELD
(optional)

variable variable

Figure A-Z: Secondary Header Format

A.2.l.b

A.2.1.c

A.2.I.d

A2.1.e

a.2.1.f

If present, a Secondary Header shall consist of:

a Time Code Field only, or

an Ancillary Data Field only, or

a Time Code Field followed by an Ancillary Data Field.

The chosen option is a managed parameter which is implied from the Packet
APID.

A.2.2.b

A.2.2.c

A.2.2.d

ORIC-JI_L _,:_.';_ _3

OF POOR QUALIFY

TIME CODE FIELD

The optional Time Code Field shall consist of an integral number of octets and

shall contain a time code in standard CCSDS format. It is preferred that the

format should be one of the segmented binary or unsegmented binary time code

formats specified in Reference [16].

The characteristics (length, resolution and ambiguity period) of the selected time

code are not specified herein.

The optional Preamble Field (P.Field) of the CCSDS standard time code

(Reference [16]) may be used to specify the time code format and its

characteristics. If used, for a given Packet APID the P.Field must be present in

all Packet Secondary Headers.

If the P.Field is not used, for a given Packet APID the selected tT"me code format

and its characteristics must not change.

RFVIEWDRAFT
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A.2.3 ANCILLARY DATA FIELD

A.2.3.a The optional Ancillary Data Field shall consist of an integral number of octets

and may contain any ancillary information necessary for the interpretation of the

information contained within the User Data field of the CCSDS Packet.

A.2.3.b The format and characteristics of the Ancillary data is not specified herein.
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ANNEX A-B

ACRONYMS AND TERMINOLOGY

This Annex, which is part of the Recommendation, summarizes the key acronyms and

terminology which are used throughout the document.
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A_ B.1 LIST OF ACRONYMS

APID:

ARQ:

B-:

B_SDU:

B_PDU:
CADU:

CCSDS:

CPN:

CP_SAP:

CP_PDU:

CP_SDU:

CRC:

CVCDU:

dB:

E-:

E_PDU:

E_SDU:

Eb/No:

G/W:

HI)R:

I:

ID:

IN_SDU:

ISO:

LACW:

LDP:

LinklD:

Mbls:

M-:

M_PDU:

M SDU:

MSAP:

MSB:

N/A:

O_SDU:

OSh

P-FIELD:

PCA:

PCA_PDU:
PCID:

PDU:

P_SDU:
R-S:

SAP:

APPLICATION PROCESS IDENTIFIER

AUTOMATIC REPEAT QUEUEING
BITSTREAM

BITSTREA.M SERVICE DATA UNqT

BITSTREAM PROTOCOL DATA UNqT

CHAN_rEL ACCESS DATA UNIT

CONSULTATIVE CO_,'LMITTEE FOR SPACE DATA SYSTEMS

CCSDS PREX'CIPAL NETWORK

CCSDS PATH SERVICE ACCESS POINT

CCSDS PATH PROTOCOL DATA UNqT

CCSDS PATH SERVICE DATA UNqT

CYCLIC REDUNDANCY CODE

CODED VIRTUAL CHANqWEL DATA UNIT

DECIBEL

ENCAPSULATION

ENCAPSULATION PROTOCOL DATA UNTF

ENCAPSULATION SERVICE DATA UNIT

BqFORMATION BIT ENERGY TO NOISE RATIO

GATEWAY

HEADER

INWERLEAVE DEPTH OR EWFOR.MATION

IDENTIFIER

IlNSERT SERVICE DATA UN1T

I2WTERNATIONAL ORGANIZATION FOR STA NDARDIZATION

LING ARQ CONTROL WORD
LOGICAL DATA PATH

LINK IDENTIFIER

MEGABITS PER SECOND

MULTIPLEXING

MULTIPLEXING PROTOCOL DATA UNqT

MULTIPLEXING SERVICE DATA UNIT

_CANAGEMENT SERVICE ACCESS POI?,,'F

MOST SIGNIFICANT BIT

NOT APPLICABLE

OCTET SERVICE DATA UNIT

OPEN SYSTEMS INTERCONNECTION

PREAMBLE FIELD

PHYSICAL CHANNEL ACCESS

PHYSICAL CHANNEL ACCESS PROTOCOL DATA UN]T

PACKET CHANNEL IDENTIFIER

PROTOCOL DATA UNIT

PACKET SERVICE DATA UNIT

REED-SOLOSION

SERVICE ACCESS POINT

I
O,;>,:

0._- ,.(_.'¢::,

'_" ¢-_:,- ": d_e
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SC:

SCID:

SDU:

SEC.:

SL:

SLAP:

SLAP_PDU:

SLAP_SAP:

SLAP_SDU:

SLS:

SL_SAP:

SN:

SN_SAP:

SN_SDU:
SYNC.:

VC:

VCA:

VC_PDU:

VCA_SAP:

VCA SDU:

VCDU:

VCID:

VCDU-ID:

VCLC:

VCLC_PDU:

VCLC_SAP:

VCLC_SDU:

8473:

SPACECRAFT

SPACECRAFT ]DENWIFIER

SERVICE DATA UNIT

SECONDARY

SPACE LINU<

SPACE LINK ARQ PROCEDURE

SLAP PROTOCOL DATA UNiT

SLAP SERVICE ACCESS POIN-I"

SLAP SERVICE DATA UNTT

SPACE Lib,q( SUBNETWORK

SPACE LINK SERVICE ACCESS POINT

SUBNETWORK

SUBNETWORK SERVICE ACCESS POINT

SUBhrETWORK SERVICE DATA UNIT

SYNCHRONIZAT/ON

VIRTUAL CI-La, NNE L

VIRTUAL CHANINEL

VIRTUAL CHANNEL

VIRTUAL CHAN.'NEL

VIRTUAL CHANNEL

VIRTUAL CHAN.-NEL

VIRTUAL CHAN_'NEL

VIRTUAL CHANNEL

VIRTUAL CHANNEL

VIRTUAL CHANNEL

VIRTUAL CHAN%NEL

ACCESS

PROTOCOL DATA Uh'UT

ACCESS SERVICE ACCESS POINT

ACCESS SERVICE DATA UNIT

DATA UNIT

IDENTIFIER

DATA UNIT IDENTIFIER (= SCID+VCID)
LINK CONTROL

LINK CONTROL PROTOCOL DATA UNFIT

LINK CONrTROL SERVICE ACCESS POINT

VIRTUAL CHANLNEL LINK CONTROL SERVICE DATA UNIT

ISO 8473 NETWORK LAYER PROTOCOL
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A B.2 SUMMARY OF TERMINOLOGY

ADVANCED ORBITING SYSTEM:

Those systems, located in space and on the _ound, which support Earth orbiting missions

involving manned space stations, manned and unmanned platforms, and space transportation

systems.

AGENCY:

A national or international space organization which is a Member or Observer of the

Consultative Committee for Space Data Systems.

APID QUALIFIER:

A Path service mechanism for supplementing the Application Process ID in the header of a

Version-1 CCSDS Packet so that it may be locally discriminated from other CCSDS Packets

bearing the same APID.

APPLICATION, USER APPLICATION:

The name given to the internal activities of a user of the CPN who is located at an endpoint
of the network.

APPLICATION PROCESS IDENTIFIER, APID:

An 11-bit field within the Primary Header of a Version-I CCSDS Packet, which identifies a

particular User AppLication within a local naming domain.

APPLICATION SERVICES:

Upper layer com.municalSons services provided to interactive space mission applications such

as file transfers, elecTonic messages, data base queries, etc.

ASYNCHRONOUS:

A data transfer :echnSque which does not preserve precise timing or sz:-octu_l relatior_ships

between the tr_srrutted signal and the transfer mechanism.

AUD IO: ..O'_%:_,

A data stremm confining digitized samples of human voice or sound signals. "_ QO/_"" -_
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BITSTREAM DATA:

An undelimited stung of bits, each having apparently equal weight, v,'hich has no known

structure to a service provider.

BITSTREAM SERVICE (B-SERVICE):

A service within the Space Link Subnet which allows Bitstream Data to be transferred on a

dedicated Virtual Channel.

CCSDS PACKET:

A variable length, delimited data unit whose structure and header information is specified by
the CCSDS.

CHANNEL ACCESS DATA UNIT:

A protocol data unit within the Virtual Channel Access sublayer of the Space Link Subnet. A

CADU consists of a VCDU or a CVCDU that has been prefixed and delimited by a

Synchronization Marker.

CODED VIRTUAL CHANNEL DATA UNIT:

A Virtual Channel Data Unit to which a block of error-correcting Reed-Solomon check

symbols has been appended.

CONNECTIONLESS:

A communications protocol which operates in a unidirectional fashion, without handshaking

from the receiving end, using a data path which may dynamically vary.

CONNECTION-ORIENTED:

A communications protocol which operates in a closed-loop fashion by receiving

handshaking acknowledgements from the receiving end, using a pre-established data path.

CONVENTIONAL:

Belonging to a class of (predominantly unmanned) missions as typified by space missions

flown during the 1960-I990 timeframe. ,,,_Ot_i_"_,qL
OF Po _,:: ....

I

CROSS SUPPORT: oOR a/,'_4.a _8

The capability for one CCSDS Agency to bidirectionally transfer data from another CCSDS

Agency be;ween space and D'ound systems, through the Space Link Subnetwork, using its

--,_- --,,-,al v%1'% N r"v'
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DATA UNIT ZONE:

That portion of a Virtual Channel Data Unit into which higher layer data units may be placed

for asynchronous or isochronous transmission.

ENCAPSULATION PROTOCOL DATA UNIT:

The protocol data unit of the Encapsulation Function of the Space Link Subnet, having the

format of a CCSDS Packet.

ENCAPSULATION SERVICE, FUNCTION (E-SERVICE):

A service or function within the Space Link Subnet which wraps incoming delimited data

units (that are not in CCSDS Packet format) into CCSDS Packets, during their transfer

through the Subnet.

END POINT, END SYSTEM:

The location on the CPN of a User Application, at which CPN services are terminated.

GATEWAY:

The connecting point between two dissimilar subnetworks.

GRADE OF SERVICE:

A selectable method of data transmission service within the Space Link Subnet.

GRADE-1 SERVICE:

A Space Link Subnet data transmission service ,,,,'hereby user data are delivered through the

SLS with very high probabilities of being complete (i.e. no omissions or duplications), in

sequence and error _ee.

GRADE.2 SERVICE:

A Space Link Subnet data transmission service whereby user data are delivered through the

SLS possibly incomple:e (i.e. with omissions), possibly with duplications caused by onboard

storage and remeval, but with a very high probability of being error free.

GRADE-3 SER VICE: O;%1_;t__f.,iC,_ " ,'_."

• , _04Z/S}'.c,.A Space Link Subnet d._tatransmissionse_'icewhereby userdataare deliveredthrough the

SLS possibly incomplete, possibly duplicated as a result of onboard storage and retrieval, and

possibly comainir.g errors.

DF.Ilir:IttlnD a cT
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GROUND NETWORK:

The ground data diswibufion part of the CCSDS Principal Network.

HEADER:

A standard label which identifies a standard data communications structure.

IDLE:

A mechanism for maintaining synchronous data transmission, in the event that no user data

are avmlable, by inserting "fill" data.

INSERT SERVICE, FUNCTION:

A service or function within the Space Link Subnet which allows isochronous user data to

share a Virtual Channel with other types of data.

INSERT SERVICE DATA UNIT:

The data unit which is placed within the Insert Zone of the Insert Protocol Data Unit during

transfer through the Space Link Subnet.

INSERT ZONE:

That pordon of a Virtual Channel Data Unit into which Insert Service Data Units may be

placed for isochronous transmission.

INTERNET, INTERNET SERVICE:

The CCSDS service which supports protocol-driven data flow from end-to-end through

multiple, he',erogeneous subnetworks.

ISOCHRONOUS:

A data transfer technique which prese_'es the timing characteristics and relationships of the

_'ansrnhte_l signal.

LAYER:

A functional organization whereby a complex distributed system may be broken into

relatively simple modules of service.

LEVEL ZERO PROCESSING:

A va]ue-added service, performed at a CPN endpoint, which prep_-es user data for deliver}.,.
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LIFETIME CONTROL:

A method of data transmission whereby data units are discarded if the number of times that

they pass through intermediate nodes (such as routers and gateways) exceeds a pre-

established value. (The formal definition of this term is contained in Reference [16].)

LINK IDENTIFIER, LinklD:

The LinklD names the Physical Channel Access Protocol Data Unit (PCA PDU), and is

the addressing mechanism for the Insert service.

LOGICAL DATA PATH:

A pre-configured route between two user application endpoints, through which data may

flow without the need for large communications headers. A Logical Data Path associates the

source, the destination and the route between them.

MANAGED OBJECT:

A parameter associated with a CPN service which is exposed to network management for the

purpose of network monitoring and control.

MANAGEMENT:

The set of functions and seN, ices provided within a network to supervise, schedule and
control network resources.

MISSION:

An activity in space under the control of a Project.

MULTIPLEXING PROTOCOL DATA UNIT:

The protocol data unit of the .Muhiplexing Function of the Space Link Subnet, having the

format of a header followed by a fixed length block of data that contains a piece of a

contiguous swing of concatenated CCSDS Packets.

MULTIPLEXING SERVICE, FUNCTION (M-SERVICE): OF PO'o2 _'_;;:_? ;s¢%,

A service or function within _he Space Link Subnet which packs CCSDS Packets together so viJALiYl¢

that they may efficiently occutry the fixed length daa field of a Coded Virtual Channel Data
Unit.

OCTET:

An eight-bit word. REVIEWDRAFT
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OCTET STRING SERVICE:

A service option within the CCSDS Path service, whereby the CPN creates the CCSDS

Packets which support the Path protocol.

ONBOARD NETWORK:

The onboard data distribution part of the CCSDS Principal Network.

P-FIELD:

The Preamble Field of a standard CCSDS Time Code.

PACKET:

A variable length, delimited data structure consisting of a set of higher layer user data that are

encapsulated within standard header information. (Note: the term "packet" is used generically

in this Recommendation, while the term "Packet" refers to the Version-1 CCSDS Packet.)

PACKET CHANNEL:

A mechanism used by the Multiplexing Function within the Space Link Subnet to allow

multiple users to share one Virtual Channel.

PACKET CHANNEL ID:

The identifier for a Packet Channel, mechanized using the APID field of a CCSDS Packet.

PACKET SERVICE:

A sea"ice option within the CCSDS Path service, whereby users create the CCSDS Packets

which support the Path protocol.

PATH, PATH SERVICE:

The CPN service ,_hich, using Logical Data Paths, allows large rates and volumes of space

mission data _o flow between relatively szatic endpoints without requiting large

communica;ions headers.

PATH ENTITY:

A CPN e:ement which supports CCSDS Path se_'ice.

REVIEWDRAF1
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PATH ID, PATH IDENTIFIER:

An identifier for a Logical Data Path.

PHYSICAL CHANNEL:

The space/space or space/wound transmission medium.

PHYSICAL CHANNEL LAYER:

The bottom layer of the Space Link Subnetwork.

PRIMITIVE:

An abstract model of the logical exchange of user data and control information between

network layers or sublayers.

PRINCIPAL NETWORK/CCSDS PRINCIPAL NETWORK:

A set of three subnetworks, clustered around special purpose space data channels, which

provide basic space mission data communications services using techniques which are

standardized by the CCSDS.

PROCEDURE:

A set of functional processes which m-e used to implement a service.

PROJECT:

An organization which has the technical and funding cognizance to execute a particular space
mission.

PROTOCOL DATA UNIT:

A data structure which operates across a layer within a distributed system in order to

imp]ement the se_'ice OffEred by that layer.

RECOMMENDATION:

A CCSDS document whSch provides guidelines from which the CCSDS Agencies may

develop their o'an S:and_,ds. O rR,_;f_/_L c:;',_/ _:5

OF POCR _U_J"_' "_qf
REED-SOLO31ON:

A high perforrr.ance b]ock-orienzed ou:er coding technique which provides powerful error
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SECONDARY HEADER:

An optional field within aVersion-1 CCSDSPacket,into which supplementaryinformation
(e.g.,aTime Code)may beplacedto facilitate value-added network service.

SERVICE:

A standard capability which is offered within a network layer.

SERVICE ACCESS POINT:

An address on the CCSDS Principal Network where a particular CPN service is exposed to a
user.

SERVICE DATA UNIT:

A data unit which is provided as an input to a service, or which is output by that service.

SIGNALLLNG:

The set of functions and services provided within a network to format and exchange

management information between management elements.

SPACE CHANNEL:

A space/space or space/_ound data transngssion path.

SPACECRAFT IDENTIFIER, ID:

An identifier, contained within the Virtual Channel Data Unit headers which, when

concatenated with the Version Number "01", identifies a local control authority.

SPACE LINK SUBNET(WORK):

The cen,"_ subnet within the CCSDS Principal Network, which enables the transmission of

data through space channels.

SPACE LINK ARQ PROCEDURE:

A function within the Space Link Subnet that performs retransmission control to ensure

delivered completeness of higher layer data.

ORIG!_L P_.r_.,E IS
OF POOR QUALITY REVIEWDRAFT
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SPACE LINK LAYER:

The top layer of the Space Link Subnet, composed of the Virtual Channel Link Control and

Virtual Channel Access sublayers.

STANDARD:

A document which commits CCSDS Agency resources to a particular Project-independent

data handling technique.

SUBLAYER:

An internal partitioning of a layered architecture into fine-grained subdivisions of function.

SUBNET(WORK):

A component of a network which provides local communications services corresponding to

OSI Layers 1 and 2.

SYMBOL:

The encoded representation of space mission information as it flows through space channels.

SYNCHRONIZATION MARKER:

A pattern used to delimit the boundaries of fixed length data blocks as they are transmitted

through a space channel.

TELEMETRY:

A term used to characterize the generation of more or less continuous and predictable sets of

space mission measurement dam at data rates and volumes which may Ix: extremely high, and

which have a large interaction with overall communications resources.

TIMETAG:

The digital representation of time information, used to annotate a space service data unit

with respect to its time of generation relative to other mission events.

VIDEO:

A stream of data containing digitized samples of television signals.

REVIEWDRAFT
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VmTUAL CHANNEL:

A mechanism ,,,,,hereby a single Physical Channel may be shared by different types of users

by creating multiple apparently parallel "virtual" paths through the channel.

VIRTUAL CHANNEL ACCESS SERVICE:

A cross supported Space Link Subnetwork service which exposes the Virtual Channel Access

sublayer to users.

VIRTUAL CHANNEL ACCESS SUBLAYER:

A layer of the Space Link Subnetwork which _-ansmits higher layer data through the Physical

Channel using constant-length data blocks.

VIRTUAL CHANNEL DATA UNIT:

The protocol data unit of the Virtual Channel Access sublayer of the Space Link Subnet,

consisting of a fixed length CCSDS data s_-ucmre which is used bidirectionally on space

channels within Advanced Orbiting Systems to implement an OSI Layer 2 protocol.

VIRTUAL CHANNEL DATA UNIT IDENTIFIER (VCDU-ID):

An identifier, consisting of a Spacecraft ID concatenated with a Virtual Channel ID; which

(when qualified by the Version Number "01'9 uniquely identifies a pa.nicular AOS Virtual

Channel.

VIRTUAL CHANNEL DATA UNIT SERVICE:

A cross support service whhin the Space Link Subnet that allows independently created
VCDU or CVCDUs Io be u'ansmiued on a Physical Channel.

VIRTUAL CHANNEL LINK CONTROL SUBLAYER:

A layer of the Space Link Subnet whSch allows user data to be placed on individual Virtual
Channels.

REVIEWDRAFT




